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Eric Hobsbawm once stated the issue in the clearest of terms. ‘Nobody’, Hobsbawm declared in *Marxism Today* in 1962, ‘has seriously maintained that capitalism prevailed before the 16th century or that feudalism prevailed after the 18th’ (Sweezy et al. 1978: 162). This statement maintains in effect that, during the early modern period, Europe was transformed from one type of society into another. The nature of this transition, as well as its precise outlines, have continued to fascinate historians and social scientists alike: this book seeks to add some new elements to our understanding of this crucial issue in the history of Europe, and indeed the world.

Like all conceptual tools, the word ‘capitalism’ works on two levels simultaneously. It obviously refers to certain aspects of the realm of human experience, more specifically of the economic and social order of modern society. At the same time, ‘capitalism’ is self-referential, to the extent that the word can hardly be used innocently, in a purely descriptive sense. Whoever speaks or writes about ‘capitalism’ must immediately confront issues of definition and interpretation (Sombart 1930; Dobb 1946: chapter 1; Braudel 1982–84 Volume 2:232–49; Hilger 1982). This book consequently includes both empirical and reflective contributions.

The use of the word ‘capitalism’ is not necessarily the prerogative of radical historians. It is a fact, nonetheless, that the history of the debate about the rise of capitalism in Europe reflects the ups and downs of the left-wing intellectual heritage in the West since World War II. Immediately after that war, communism as a political system, and therefore Marxism as an intellectual framework, struck many as offering a significant alternative to the prevailing doctrines of the time. However, the disclosures in 1956 by the Soviet authorities of Stalinist brutalities, as well as the subsequent economic prosperity and international successes of the Western countries during the later 1950s and the 1960s, did little to help the cause of Marxist historiography (Kaye 1984). It was only with the disenchantment of the Vietnam War and the subsequent economic recession that Marxism again became a force to reckon with, in the universities as well as on the streets. In the mid-1970s, in the span of only a few years, a number of seminal works on the rise of capitalism appeared, almost all of which contained extensive references to the work of Karl Marx. In 1974 Immanuel Wallerstein published the first volume of his *Modern World-System*; in 1976 Robert Brenner published his first essay in *Past and Present* about the agrarian roots of European capitalism; and in 1977 Peter Kriedte, Hans Medick, and Jürgen Schlumbohm proposed a fully developed theory of proto-industrialization.

1 Early modern capitalism

An introduction
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meanwhile the main contributions to the Dobb-Sweezy controversy were published in a single volume (1976), and shortly afterward (1979) Fernand Braudel produced his three-volume *Civilization and Capitalism 15th–18th Century*. Although Braudel was not obviously a Marxist, he had come under its influence and accepted several of its leading ideas; he was happy to quote Marx at key points in his work (Aguirre Rojas 1992).

Even if they drew inspiration from similar intellectual sources, these authors were not necessarily trying to explain the same things. At least three different sub-plots to the bigger story of capitalism during the early modern era can be distinguished, each with its own time-frame and explanatory models. The first sub-plot is concerned with the circumstances that helped to launch capitalism upon the world. These are most often located in the fourteenth and fifteenth centuries, in the so-called ‘feudal crisis’. According to the proponents of this argument, the outbreak of plague in the middle of the fourteenth century that was to kill off a quarter or more of Europe’s population was the most vivid expression of a fundamental crisis of the feudal economy and the social relations underpinning it. This issue is further discussed in S.R. Epstein’s contribution to this volume.

The second sub-plot concerns the rise of capitalism proper. This story basically covers the early modern period. The debate here is about the nature of the new socio-economic system, and the extent to which the traditional elements in society had given way to the newly established capitalist relationships. Most of the essays in this book address this issue. As will be elaborated later in this Introduction, the debate in the 1970s alternated between the three main sectors of the economy: trade, agriculture and industry. Depending on their points of view, authors have dubbed the three centuries between the Great Discoveries in the New World and the Far East and the Industrial Revolution as a period in which capitalism became firmly established, as a time of transition, or as one characterized by a special type of capitalism, dominated by the merchants.

The idea of a specific ‘merchant capitalism’, or commercial capitalism, goes back to Marx, who may have taken his cue in turn from Adam Smith. In Book III of *The Wealth of Nations* (1776), Smith ascribed to towns, and merchants in particular, a crucial role in the transformation of the European economy. Marx, of course, was fully aware of the implications of the Industrial Revolution, and he was convinced that a fundamental distinction should be made between industrial capital, entrenched in the production process, and commercial or circulating capital. Significantly, Marx remarked that ‘[i]n the first phase of capitalist society trade overruled industry; in modern society it is the other way around’ (Marx 1971, vol. 3:335–49, quote on 342). But Marx never developed a theory of merchant capitalism, and the concept has remained open to the criticism that it was not a proper ‘mode of production’ precisely because merchant capitalism was characterized by a separation of commercial capital and presumably non-capitalist production.²

The third sub-plot in the debate over the origins of capitalism concerns the transition from pre-industrial to industrial society. As will be argued below, some authors see this as a development within the broader framework of capitalism. Others maintain that the Industrial Revolution was a fundamental discontinuity and inaugurated a truly new era in the history of Western society. If this is so, and one accepts that industrial society is
capitalist (or socialist, in one of its later incarnations), by implication pre-industrial society must have been something other than capitalist. The debates about the Industrial Revolution that focus of course on the decades around 1800 thus have indirect but nonetheless significant consequences for the analysis of the preceding centuries. This topic is further discussed in Edwin Horlings’ contribution to this volume.

**The end of feudalism and the origins of capitalism**

Maurice Dobb’s *Studies in the Development of Capitalism*, published in 1946, was the first major post-war statement on the origins of capitalism (see also Kaye 1984: chapter 2). In many ways his proposals have defined the debate ever since, including some of the confusion that it has engendered. Dobb made a distinction between the demise of feudalism and the rise of capitalism. He claimed that trade, ‘an alien body within the pores of feudal society’, may have been an important contributing factor to the creation of capitalism, but that it was in itself not a ‘sufficient’ pre-condition for the establishment of a capitalist economy (Dobb 1963: 37–9). To understand why feudalism declined it was, Dobb claimed, of paramount importance to investigate the ‘forces internal to [the] feudal economy’ (ibid.: 42). Although relatively little was known about this, Dobb speculated that the feudal crisis was a combination of two factors. On the one hand, the manorial economy was incapable of long-term improvement. On the other, the pressures on the peasants to increase their output were rising because the number of lords was increasing, and their armed conflicts (e.g. the Crusades) were requiring ever greater sums of money. Although this pressure was initially absorbed by a rising population and the exploitation of newly cultivated lands, at the same time peasants were escaping from the countryside and seeking their fortunes in the towns. Rising levels of mortality around 1300, i.e. well before the great outbreak of plague in the middle of the fourteenth century, suggest that a breaking point had already been reached (ibid.: 42–50).

The crisis of feudalism did not directly lead to capitalism, however. According to Dobb bourgeois capital was accumulated in international trade, thanks to the political privileges and monopoly strategies of the early merchants, for whom the playing field had been levelled by the unravelling of feudalism. In the sixteenth century, merchant capital in England started to penetrate the sphere of petty production, in the seventeenth century the first industrial capitalists were rising from the ranks of petty producers. Capitalism had arrived (ibid.: 18, 70, 88, 109, 126, 134).

This interpretation was challenged by Paul Sweezy, like Dobb a Marxist economist, and not trained as an historian. ³ Sweezy maintained that Dobb’s analysis of the feudal crisis was seriously flawed. Logically, it was unclear how a mode of production that had existed for ages, could transform itself without substantial inputs from outside. Sweezy also accused Dobb of misinterpreting Marx’s own words. This, it seems, was a somewhat ambiguous argument, because in different places in Marx’s writings one finds him emphasizing different elements in the process. In the third volume of *Capital*, for example, Marx stated unequivocally that ‘[i]n the early stages of capitalism commerce dominates industry’ (Marx 1971 Volume 3:342). He then went on to explain how the Great Discoveries and the development of commercial capital were (ibid.: 345)
key moments…in the transition from a feudal system of production to a capitalist. The sudden expansion of the world market, the multiplication of goods in circulation, the competition among European nations to acquire the Asian products and American treasures for themselves, the colonial system, all made crucial contributions to cracking the feudal limitations on production.

In the *Grundrisse* there is a similar emphasis on the role of money and merchant capital, but at the same time an insistence that this in itself was not enough. For if mere wealth could create capitalism, then Ancient Greece and Rome should have travelled this road earlier (Marx 1964:109). What was needed to transform monetary wealth into capital was its application to the exploitation of free labour. Hence, capitalism could only develop where a pool of free labour was available. Such a labour market was first created, Marx claimed, in the English countryside ‘when the great English landowners dismissed their retainers, who had consumed a share of the surplus produce of their land; when their farmers drove out the small cottagers, etc.’ (*ibid.*: 110–11).

If Marx proved to be an unreliable ally, Sweezy had another arrow to his bow. Historically, Sweezy said, it could easily be demonstrated that towns and their trade, in other words a cause ‘external to the system’, were crucial in the dissolution of the feudal economy. It was the towns that whetted the appetite for new luxuries among the propertied classes, which in turn forced them to increase the extraction of ever greater revenues from the peasants. At the same time, the towns were setting new standards of productivity and providing an alternative source of income for the oppressed peasants. This exposed the frailty of the feudal economy and created the crisis. Sweezy also pointed out another puzzling aspect of Dobb’s interpretation, which had left a yawning historical gap between the dissolution of the feudal economy in the fourteenth century and the establishment of capitalism around 1600. Somehow it seemed unlikely that the feudal economy, having succumbed to its own internal contradictions, was succeeded by… nothing. Sweezy’s own focus on towns and trade could resolve this problem too.

The Dobb—Sweezy controversy went through a second round of exchanges and was joined by other contributors, before petering out in the mid-1950s. Apart from the unfavourable general political climate, it also suffered from a lack of fresh input of historical data; quotations from Marx will only take one so far (cf. Hilton in Sweezy *et al.* 1978:11, 153–8). The issues it raised, however, did not go away. In the 1970s the two sides re-emerged, albeit in slightly different forms.

**Trade and the emergence of a world-economy**

Superficially, the first volume of Immanuel Wallerstein’s *Modern World-System* looked like a confirmation of the Sweezy position. Critics have been quick to point out the common features between Sweezy and Wallerstein. The similarities are, nonetheless, limited. For one, Wallerstein, although politically an avowed socialist, was far less intellectually dependent on Marx than Sweezy was. Moreover, Wallerstein’s vision was truly global, where Sweezy remained transfixed by the European experience (Ragin and Chirot 1984). As a sociologist specializing in the plight of the young African nations, Wallerstein was
less interested in explaining the rise of capitalism as a European phenomenon than in demonstrating the connection between the West’s dominance and the poverty of the Third World.

Wallerstein’s starting point is a simple statement: ‘In the late fifteenth and early sixteenth century, there came into existence what we may call a European world-economy’ (Wallerstein 1974:15). This world-economy differed from earlier phases of economic expansion, because the space of the world-economy did not coincide with any single political unit. Whereas former world-economies had been transformed into empires, this new world-economy was held together by economic ties. The older world-economies had suffered from the tributary demands imposed by the political superstructure. Not so under the new system: ‘What capitalism does is offer an alternative and more lucrative source of surplus appropriation’ (ibid.: 16). By implication, the ‘modern world-system’ equalled capitalism (also Wallerstein 1979: chapter 1).

Given these definitions, several questions impose themselves. What preceded this new order? What circumstances caused the transition to capitalism? What was the shape of the new world-economy? Wallerstein describes the feudal economy as a series of ‘relatively small, relatively self-sufficient economic nodules’, strung together by a long-distance trade in luxury commodities. During the fourteenth century, however, the feudal economy was thrown into turmoil as a consequence of conjunctural factors (the available technology had exhausted its potential), of diminishing returns to feudal exploitation, and finally, a climatological turn for the worse, which caused agricultural productivity to decline (Wallerstein 1974:18, 20, 36–7; quote on 36). To overcome the crisis, the propertied classes started to look for ways to make up for the loss in income. They found it in the ‘capitalist world-economy’ (ibid., 37).

The establishment of this new order entailed three crucial developments. First and foremost, it required the expansion of what was originally a European world-economy into something truly global. Although this expansion did not necessarily imply that all of the globe was from the very start included into the new capitalist system, significant areas outside Europe in fact were. Second, it led to a division of this world-economy into different zones, or regions, according to a specific hierarchy of exploitation. The core, semi-periphery and periphery, roughly coinciding with north-western Europe, southern Europe and the non-European worlds respectively, were also characterized by different systems of labour control (Wallerstein 1979: chapter 2; also 1974:86–118). A third characteristic of the world-economy was the development of strong state-structures in the core area. As distinct from the economically crippling empires of yore, however, these new states acted to support the new capitalist dynamic.

Although there were some further developments, the basic structure of the capitalist world-economy was in place by the mid-seventeenth century. Thereafter, the system became enmeshed in a series of leadership contests. Initially the Dutch Republic captured the coveted role. It was a sweet, but brief interlude (Wallerstein 1980: chapter 2; also Aymard 1982), before France and Britain entered a long and exhausting struggle for economic and hence political hegemony. Britain, helped by its Industrial Revolution, eventually won out, as confirmed by the French Revolution and its military aftermath (Wallerstein 1989).
For Wallerstein (1979:15; also 1974:92), the early modern period is definitely not a specific era in the history of capitalism. He has rejected the idea that the centuries between 1500 and 1800 were a transitional stage, principally because declaring any period in time ‘transitional’ is an expression of muddled thinking. He also rejects the idea of ‘merchant capitalism’, because it suggests an opposition between merchant and industrial entrepreneur, whereas he (Wallerstein 1991:204) maintains that it is precisely characteristic of the capitalist that he is both. Although in passing he refers to an ‘era of agricultural capitalism’ (Wallerstein 1979:17), this looks more like a slip of the pen than a serious proposal. Capitalism, Wallerstein (1979:6) maintains, is a market economy and the division of labour within the world-economy implies exchange throughout the system. Note, however, that capitalism is not necessarily a system of free labour. On the contrary, in the periphery a whole range of non-economic pressures is applied to a labour force, at times reduced not merely to poverty but rather to outright slavery. By implication, the capitalist system is not simply a market economy, where the ‘invisible hand’ does its beneficial work unopposed. In all parts of the system institutions have a role to play, either to maintain the leadership of the core states, or to organize the transfer of surplus from the direct producers to their lords and from the periphery to the core.

Wallerstein’s claims have not gone unchallenged. The idea that the non-European world contributed decisively to Europe’s economic development has been seriously criticized, and is no longer accepted by economic historians, if it ever was. Nonetheless, perhaps more than any other sociological concept, the ‘world-economy’ has entered the mainstream of academic discourse. Its success rests no doubt on the coherence of Wallerstein’s analysis. But it has been helped by the creation of several strategic institutional positions, notably the Fernand Braudel Center at the State University of New York at Binghamton, the publication of the scholarly journal Review. ‘For the Study of Economies, Historical Systems, and Civilizations’ (Arrighi 1998:114), and perhaps most important, the alliance with the French historical school of Annales (‘Économies, Sociétés, Civilizations’) at the time of Fernand Braudel’s leadership. For Wallerstein, the French provided access to much-needed data, as well as the blessing of the most renowned historical school for his specific brand of historical sociology. For Annales, and Braudel personally, Wallerstein opened the door to American social science and the English-speaking world more generally (Ragin and Chirot 1984:287). Nonetheless, there are substantial differences between the two authors, even though their analyses of capitalism share certain traits as well.

Like Wallerstein, Braudel saw capitalism as in many ways the opposite of what the classical economists wanted us to believe it was (cf. Wallerstein 1991:207–17). Their capitalism was Braudel’s market economy. In Braudel’s analysis of the economy, the market occupies some sort of middle ground. He describes the market as a fairly open, routinized set of exchanges, where the laws of supply and demand introduce adjustments but basically everyone involved understands the name of the game and surprises are therefore unlikely. It is the natural habitat of trade over middle distances, of production for export markets where, once the connection has been made, a regular flow of commodities will be sold against more or less fixed prices. However, beyond the market there are two further realms of exchange, that Braudel labels ‘daily life’ or ‘material
civilization’, and ‘capitalism’ respectively. At the lowest level of the early modern European economies, the market had not fully evolved. Even if villagers did more than simply barter their goods, the fortunes of the local bakers, blacksmiths and cobblers could hardly be said to be propelled by Adam Smith’s invisible hand (Persson 1988:50–4). On the contrary, exchanges were determined by tradition, moral standards about a ‘just price’, and similar non-economic considerations, as much as by market forces (Thompson 1991: chs. 4 and 5).

While on the ground-floor level of the economy (a metaphor Braudel reverts to on several occasions) it may have been too overcrowded for the market to impose itself, at the top of the building the air became too thin to support the regular flows of supply and demand necessary to trigger the price mechanism. Instead, this was the natural habitat of the really big wholesale merchants. They were few in numbers but their wealth, trade networks and political influence took them a very long way indeed. These were not self-made men because capitalism, according to Braudel, was a game only those who already made their fortunes elsewhere could afford. The capitalist was simply a very rich man (in a fascinating chapter Braudel demonstrates that this was the original meaning of the word) in the process of becoming richer still.

Capitalists who fit this description are, according to Braudel—and who would want to dispute this?—a feature of any economy. Their presence does not make an economy capitalist, however. Braudel’s work seems ambiguous, at times excruciatingly so, about when precisely the European economy became ‘capitalist’ and what exactly defined it as such. He speaks freely about ‘merchant capitalism’ as a characteristic feature of the early modern age. When discussing the ‘sphere of circulation’, he says he does ‘not hesitate to call [it] capitalist’ (Braudel 1982–4 Volume 2:248). But a little later he claims that capitalism in the countryside required no less than a connection to export markets, a form of ‘rational’ management, fixed capital investments, and last but not least, the employment of a wage-earning proletariat (ibid.: 251). Capitalism, Braudel tells us, made inroads into the industrial sector, but remained ultimately an intruder, not quite ‘at home’ there in the way it felt at home in wholesale trade. In a discussion of Braudel’s work, Alberto Tenenti pointed out that, likewise, Braudel seemed to want to have it both ways simultaneously when discussing the Industrial Revolution. On the one hand he claimed that it was a fundamental rupture, on the other hand he denied that it changed the character of ‘capitalism’ (Braudel 1985:143).

The root cause of this confusion (Braudel himself seemed baffled by Tenenti’s remarks), and also the point where Wallerstein and Braudel part ways, is in their overall assessment of the economy. Wallerstein claims that, ultimately, the economy is unitary, and therefore it is either capitalist, or feudal, or something else still. Braudel sees the economy as layered and therefore, almost by definition, as capable of being many things at the same time. Thus he raises the question of why the wholesale trade that he did not hesitate to call capitalist ‘should have lived as if in a bell-jar, cut off from the rest; why was it not able to expand and conquer the whole of society?’ (Braudel 1982–4 Volume 2: 248).

It fits his metaphor that Braudel should picture capitalism almost exclusively an urban phenomenon. Here too his interpretation diverges from Wallerstein (e.g. 1980, chapter
2), who emphasized backward and forward linkages throughout the economy, as well as the importance of national governments in propping up the economic power of core states (see Skocpol 1977). The third volume of Braudel’s Civilization and Capitalism, devoted entirely to early modern capitalism, discusses towns only. ‘A world-economy’, Braudel claimed, ‘always has an urban centre of gravity, a city, as the logistic heart of its activity. [...] At varying and respectful distances around the centre will be found other towns, sometimes playing the role of associate or accomplice, but more usually resigned to their second-class role’ (Braudel 1982–4 Volume 3:27; cf. de Vries, 1984:159–61). Such a picture could not be further removed from the analysis proposed by the American historian Robert Brenner.

The agrarian roots of European capitalism

In 1974 Brenner launched a head-on attack on what the author considered to be the misguided assumptions of the historical profession concerning the origins of capitalism in Europe. In a paper first presented at the annual convention of the American Historical Association in December 1974, Brenner sought to expose the fallacies of the two predominant explanations for this momentous change and replace them with a class-based analysis.

The first of Brenner’s scape-goats were the so-called neo-Malthusians, who had become firmly established during the 1960s in the French Annales school, and whose foremost representative was Emmanuel Le Roy Ladurie.10 In their massive studies of French rural regions during the late middle ages and early modern period, the Annales historians had established a powerful vision of the rural economy as at heart ‘immobile’, in the celebrated phrase of Le Roy Ladurie (1977). A permanent tension between population growth and food resources created long cycles of upswings and downturns. This ‘secular trend’ was driven by the inability, over the long run, of the rural economy to expand its output sufficiently to feed a growing population. As a consequence, the economy would collapse at regular intervals under the strain of rising food prices, which caused scarcity and ultimately starvation in the countryside. Depressed prices and a depopulation of marginal areas marked the beginning of a new cycle, which would ultimately lead to another crisis. Brenner, however, objected that this model failed to explain how similar demographic trends could have had widely different outcomes in eastern and western Europe. Even in the west, the agrarian economies of England and France developed along very different tracks after the fourteenth century, despite parallel trends during the preceding centuries (Brenner 1976:37, 39, 61).

The commercial explanation for the rise of capitalism, on the other hand, took economic change too much for granted. The starting point of Brenner’s analysis here was in fact very close to Dobb’s position (Harvey 1984:62): the expansion of international commerce could only have had the far-reaching impact claimed by the ‘commercialists’ if some sort of market economy was already in place. In other words, Brenner (1977:31) claimed, the explanation for the rise of capitalism provided by the likes of Wallerstein already assumed the existence of a market economy and was thus merely going round in circles (also Meiksins Wood 1996:212). To break out of that circle, one had to
understand the changes in the sphere of production as a consequence of the feudal crisis (Kaye 1984:173–5; Holton 1986:79–91; Mooers 1991:5–43). These changes, in turn, were the outcome of class struggles, Brenner maintained.

In the east, peasant communities were too weak to resist the onslaught of the lords, who were therefore able to impose a new serfdom on territories where initially the peasants had enjoyed greater freedom than anywhere else in Europe. In France, the landowning class was internally divided, and the crown hoped to gain the upper hand in this struggle by supporting (and subsequently taxing) the peasantry. Thus French peasants were able to become quasi-proprietors of the soil they cultivated, which ensured the continuation of the small family plot as the basic unit of French farming. In England the lords dominated the crown and enjoyed full ownership of the greatest share of the cultivated land. Peasant claims were successfully resisted and the landowners created tenant farms on their own terms. The relatively large, efficient farms broke down the self-imposed constraints of the feudal economy. The specific relationship between landlord and tenant-farmer in England was such that both parties would profit from farm investments and improvement of the land.

In the debate that followed the publication of Brenner’s article in 1976 he was criticized for numerous sins: misrepresenting his opponents’ points of view, lack of familiarity with the relevant data, over-simplifying what is in fact a very complex issue, and so on. Several of his critics pointed out that, while having a sharp eye for the shortcomings of his opponents, Brenner himself still shared one fundamental belief with them: he thought that only large-sized farms, worked by tenant-farmers, were able to apply modern attitudes and introduce efficient techniques, thus creating ‘self-sustaining growth’ (Brenner 1982:17). Patricia Croot and David Parker, Emmanuel le Roy Ladurie, and J.P. Cooper all argued that he under-estimated the peasants (in Aston and Philpin 1985:81, 105, 144–8). In ground-breaking studies of productivity in English and French agriculture, Robert Allen and Philip Hoffman have both confirmed that there is no relationship whatsoever between the size of farms and agricultural productivity (Allen 1992:149, 208; Hoffman 1996:146; also Overton 1996:205). Allen’s research on the English Midlands demonstrated that the large, enclosed, commercially operated farm only became general during the eighteenth century, as a consequence of a landlords’ agricultural revolution. This revolution was, Allen argued, preceded by a yeomen’s revolution of the sixteenth and seventeenth centuries that introduced the main innovations and productivity gains that were usually ascribed to the English landlords (Allen 1992:21; also Allen 1991). The yeomen’s revolution was stimulated by government policies that sought to minimize the social destabilization resulting from early enclosures (Allen 1992: 71–2). These policies are reminiscent of the policies Brenner considered typical of French absolutism. Allen also claimed that security of tenure played a crucial role in the yeoman’s willingness to improve his farm (ibid.: 208). Again, this seems reminiscent of the situation Brenner describes as typically French, and responsible for the backwardness of the agricultural sector there.

Wrongly so, according to Hoffman, because in fact there were huge differences within France, precisely with regard to levels of productivity. Hoffman argued that it makes little sense anyway to discuss ‘national’ patterns of development in an era when the economy was
susceptible to wide regional variations (Hoffman 1996:136). More specifically, Hoffman was struck by the strong rise of productivity in the Parisian basin. There, productivity attained levels equal to those of English agriculture. Hoffman therefore concluded that ‘the bulk of the evidence points to urbanization being the cause of agricultural productivity gains, not a result’ (ibid.: 171).

This ties in with a remarkable selectiveness in the geography of the Brenner debate. As Brenner’s discussion of Europe’s agricultural regimes limited itself mainly to England, France and east-central Europe, it conspicuously left out the zones traditionally associated with the rise of capitalism: northern Italy, Flanders, and the Dutch Republic. Even if one does not go along with the argument that towns and economic development are basically interchangeable (compare Holton 1986: chapter 4), this is nonetheless remarkable, because these areas have been known not merely for their commercial success but also as regions of agricultural progress. A recent survey by van Zanden confirms this strong correlation between urbanization and agricultural productivity, at least at a national level of comparison (van Zanden 1998; also Overton, Campbell 1991:41; Grantham 1997; de Vries, 1974). Stephan Epstein (1991 and 1993), in his critique of the Brenner interpretation, has insisted that towns were not uniformly beneficial. They could exploit their institutional dominance over the countryside in ways not dissimilar to Brenner’s ‘system of lordly surplus extraction by means of extra-economic compulsion’ (Epstein 1991:14). But his analysis too avoids the over-simplified opposition of a rural, agrarian capitalism versus an urban, merchant-dominated capitalism.

Proto-industry and the transition to industrialization

After Wallerstein had made a claim for trade as the ‘prime mover’ in the transition to capitalism, and Brenner had made the case for agriculture, it was left to three German scholars to fly the colours of industry. The concept of proto-industry received its name and first formulation from Franklin Mendels in an article published in 1972. While Mendels had studied an area of Flanders, his paper discussed rural industry in more general terms: its organization, the demographic characteristics of the workforce, and the transition to modern industry. Much of what Mendels had to say was already familiar to experts. In 1960 for instance, the Swiss folklorist and social historian Rudolf Braun had published a study of rural industry in the hills and mountain valleys to the north and east of Zürich, which fitted the proto-industry model remarkably well (Braun 1960; also Pfister 1992).

What Mendels offered was a new perspective on these rural industries. Instead of presenting them as part of the pre-industrial world, Mendels argued that in fact they were the first phase of the industrialization process itself. The Industrial Revolution was only phase two, which built upon the fundamental changes that had preceded it. Mendels thereby achieved two things. First, he extended the concept of industrialization way back into the early modern period. Second, he put the seemingly modest business of rural industry on a pedestal, showing it off as one of the most important agents of change in the transition from the feudal world of the middle ages to the capitalist world of the modern age.
These implications might have been easily overlooked by the readers of Mendels' modest article. They were not lost, however, on Peter Kriedte, Hans Medick, and Jürgen Schlumbohm, who would provide the classical formulation of the theory of proto-industry in a few years' time. Their book *Industrialization before Industrialization*, first published in Germany in 1977, has been the touchstone for every subsequent discussion of rural industries in early modern Europe. The book contains six essays by the three authors, and two others by Franklin Mendels and Herbert Kisch respectively. Whereas Mendels and Kisch contributed regional studies of the development of rural industry, Kriedte, Medick and Schlumbohm provided a tightly argued digest of an impressive array of literature. Moreover, the three authors' collaboration had been so close as to suggest the point of view of a single individual. This impression was reinforced when on several occasions the three together reviewed new additions to the ever-growing literature on proto-industry (Kriedte, Medick and Schlumbohm 1993 and 1998).

In the very first sentence of the book (1981:1), proto-industry is defined as 'gewerbliche Warenproduktion auf dem Land für den Massenabsatz auf interregionalen und internationalen Märkten in den Formationsperiode des Kapitalismus' ('industrial commodity production in the countryside for large inter-regional and international markets...during the formation period of capitalism'). Other authors would later add refinements, but this is what most historians would understand proto-industrial theory to be about. The definition contains several elements that merit closer inspection. Most important, perhaps, is the indeterminate character of 'rural industry'. Quite a few authors have assumed that the theory covers any industry in the countryside, as long as its products are destined for export (see for example several contributions in Ogilvie and Cerman 1996). This, however, is misleading. Although Kriedte, Medick and Schlumbohm never discuss the issue explicitly in their book, they do state that some industries, notably iron founding and mining, were located in the countryside for no other reason than that, given the state of transport technology, it was impractical to move their raw materials (1977:12). They also emphasized that proto-industry used unsophisticated technology and was labour-intensive (Pfister 1996:137). Their book discusses at some length the transfer of former urban industries to the countryside (Kriedte, Medick and Schlumbohm 1981:7, 21–2). Proto-industry proper, one is led to conclude from a spate of detailed case-studies, mainly concerns textile production.

Traditionally of course, textiles produced for export markets came predominantly from urban areas. But labour supply in the towns was too inelastic to allow urban textiles to expand rapidly. At the same time, urban guilds imposed restrictions on the development of the industry. These two circumstances, according to Kriedte, Medick and Schlumbohm, tempted urban entrepreneurs to try their luck in the countryside, where the seasonal work-cycle left the great majority of the population significantly under-employed. This was particularly true in areas of poor soil quality.

This had several important consequences. It provided new opportunities for poverty-stricken populations, who became entangled in an international web spun by merchant capital. This 'symbiosis' of cottage labour and merchant capital was what made proto-industry stand out as a special 'mode of production' (*ibid.*: 9–11). The spinners and weavers in proto-industry were not completely proletarianized from the outset because
they retained some sort of independence. Under the Kaufsystem at least, they remained in command of their own tools and labour. At the same time, even a small strip of land allowed them to grow a substantial part of the food they needed to feed themselves and their families. Paradoxically, this connection with agriculture also allowed the proto-industrial workers to be paid below the subsistence wage.

A second consequence was that the whole demographic system of early modern Europe was upset by the new relations of production in the rural industries. As Hajnal had demonstrated, Europe’s demographic system was dominated by a restrictive marriage pattern, including late age at marriage and high numbers of permanent celibates (Hajnal 1965). This system was in turn dominated by a strategy of capital inheritance: only when the farm or the workshop was due to be handed over to the next generation could a new household be established. Proto-industry, however, was a system regulated by wage-labour. Proto-industrial workers had no reason to wait for a farm or workshop that would never be theirs anyway. They could marry early. Moreover, families would produce children to help out at the spinning wheel or the loom. Children were ‘the capital of the poor’ (Kriedte, Medick and Schlumbohm 1981:55). As a consequence, and paradoxically because they seemed least able to afford it, proto-industrial families were more numerous than those of other social groups. Thus, it was argued, proto-industry was a major factor contributing to the growth of the European population during the early modern era.

Third, proto-industry contributed significantly to the proletarianization of the European labour force and thus to the rise of capitalism. At first, merchants were satisfied with selling raw materials to rural spinners and weavers, and buying back the yarn and cloth they had produced. But as the industries expanded, they looked for tighter control. The so-called Kaufsystem gave way to Verlag, where the merchant would remain owner of the product through all the stages of production. Later again, some entrepreneurs began to centralize their workforce in manufactures, or proto-factories. Obviously, the workers were simultaneously travelling down the road from independent producer to wage labourer.

All of this underscored the role of proto-industry as one of the midwives of capitalism. The three authors differed about the specific place of proto-industry in this process of transformation, with Kriedte and Medick arguing that proto-industry was a specific mode of production, albeit a transitory one, and Schlumbohm of the opinion that it was simply a combination of feudal and capitalist elements, typical of a transitional stage between two modes of production (1981:10). However this dispute seems more a question of definition than of substance and it has been largely ignored in the subsequent debate.

As Jürgen Schlumbohm’s contribution to the present book makes clear, the debate about proto-industry has not only been intense and fruitful, it has also put in doubt some of the main tenets of the whole theory. In particular, the demographic component has had to contend with a broad range of results that were impressive more for their variation than for the support they provided for the original ideas about the connection between proto-industry and population growth. Historians are also less sure about the central role of proto-industry in the rise of capitalism. As Ulrich Pfister (1998:46) recently stated:
The dominant macro-formation of the early modern period was...the formation of a European world-economy. Merchant capitalism, in the shape of commercial empires, provided the over-arching organizational principles. Regional proto-industries were obviously no more than a sub-category of this macro-formation.

These developments notwithstanding, the theory of proto-industrialization has proved to be one of the most fruitful concepts in recent historical understanding. General history textbooks have come to use it as a matter of course. Major new books and articles are still published every year (see the surveys in Kriedte, Medick and Schlumbohm 1993 and 1998; Ogilvie and Cerman 1996; Ebeling and Mager 1997). And the theory’s potential has still not been exhausted.

One area of possible development seems to be the geography of proto-industry. Proto-industry, it has been claimed, had an important impact on the formation and development of regions in early modern Europe. The rise of proto-industry entailed a shift in location of industrial production from town to countryside. Whereas during the middle ages towns had been at the forefront of industrial development, they subsequently lost their competitive edge because they lacked the flexibility to supply the developing European world-economy. For this the guilds were to blame, in part at least, but so too perhaps were the demographic mechanisms of early modern society. On top of all that, labour was much more expensive in towns than in the countryside (Kriedte 1982:27–9). Therefore, merchant capital relocated export industries, with textiles of course the most important by far, to rural areas. However, it has been pointed out repeatedly that this does not mean the towns became insignificant to proto-industry. On the contrary, as Mendels himself emphasized, they remained an ‘essential element’ in the system’s proper functioning, as centres of distribution and of co-ordination, as the place where capital was provided, and where the final (and often most valuable) stages of the production process were executed (Mendels 1981:28; Kriedte 1982:33; Hohenberg and Lees 1985:125–34). Proto-industrialization thus helped to reinforce town—country relations (Pfister 1998:29) in the small regions, consisting of a single town and its direct hinterland, that had been a hallmark of the European landscape already in the middle ages (Prak 1994:31–5).

At the same time as it was reinforcing town—country connections within regions, proto-industry seems to have created a certain amount of specialization between regions, that is to say a spatial division of labour inside Europe. The pattern here is still far from clear, especially as proto-industry developed throughout western and central Europe simultaneously. But as Mendels suggested, one might expect a division of labour to arise between areas of good soil quality, where farmers would devote their energies more exclusively to the production of food, and those of poor soils, where proto-industry was taking root (Mendels 1981:28–9). A recent survey of proto-industrial regions has, moreover, concluded that these were generally located in the ‘core areas of old European urbanization’ (Ebeling and Mager 1997:41; see also Ogilvie and Cerman 1996). This seems to reinforce the point made in the previous section about the potential for growth in the most urbanized parts of Europe.
Economic growth and beyond

Since the 1970s the debate has shifted away from the high ground of general theory towards more mundane methodological considerations. Many economic historians have become dissatisfied with Grand Theory and what they see as generally impressionist analyses. Instead, attempts have been made to apply the more rigorous methods of contemporary economics to the past. The problems of quantitative testing for the pre-statistical era are of course nothing short of formidable. Nonetheless, estimates have been produced, notably by N.F.R. Crafts (1985), of England’s gross domestic product (GDP) in the eighteenth century.

The application of methods and models drawn from modern economics to the early modern economy has had two major consequences. First, it has tended further to blur the distinction between pre-industrial and industrial economies. As we saw earlier, Wallerstein and Braudel, Brenner, and Kriedte, Medick and Schlumbohm, for various reasons all questioned the idea of a fundamental rupture in the decades around 1800. Crafts (1985) added another shattering blow to the idea of the Industrial Revolution as a watershed in history because in his tables it was all but invisible.

The second implication of the New Economic History was that ‘capitalism’ as a key-word was gradually replaced by ‘economic growth’. This shift took the ideological sting out of a debate that had been dominated, as was argued above, mostly by Marxist historians. Analytically, the emphasis shifted from the economic (and social) system, to its performance. Of course it had always been understood that the rise of capitalism had been the driving force behind economic growth in the West. But as the 1980s had once more demonstrated that capitalism was perfectly capable of economic self-destruction, the connection between capitalism and growth became less and less self-evident.

Methodologically, the replacement of ‘capitalism’ by ‘economic growth’ has had obvious advantages, most clearly the introduction of quantitative yardsticks to underpin arguments about the amount of change, or indeed lack of it. However, such firm indicators bring along their own problems. Not only are reliable figures hard to come by, as the discussion in van Zanden’s contribution to this volume underscores, but results also tend to be biased by the unit of measurement. Sidney Pollard (1988), in his critique of national growth figures as an indicator of the amount of change during the Industrial Revolution, has pointed out that national figures tend to level out important variations between smaller units, such as regions (also Hudson 1989; Pollard 1994). That is even more true of arguments that deal with Europe as a whole.

This is precisely the point of Stephan Epstein’s contribution in this book, a contribution that takes chronological precedence because it deals with the ‘crisis of feudalism’ of the fourteenth century. Epstein sets out to demonstrate that in many respects the traditional picture of the middle ages does an injustice to the complexities of the feudal economy. That picture is imbalanced because it over-emphasizes the peasant elements (food production, self-sufficiency, isolation from the market), and underestimates the impact of the market in the feudal economy. Long-term population growth in fact testifies to the potential for growth in the pre-industrial economy. This long-term growth was the result, Epstein argues, not of new technology but of the diffusion of techniques already available.
The main problem of the feudal economy was the under-employment of critical resources, such as technology and labour. Their optimal use was impeded primarily by high transaction costs, in other words by market imperfections.

The ‘feudal crisis’ of the fourteenth century was an expression of these problems. It triggered a process of ‘creative destruction’ (in Schumpeter’s words), both in the economic and in the political realm. Institutional integration and the clearing away of institutional obstacles to trade helped free the economy of its ‘feudal’ shackles. Widening and deepening of the market at the same time set in motion a process of regional specialization, which allowed some areas in Europe, mainly those with high levels of urbanization and low levels of institutional impediments, to embark upon a course of dynamic development.

From a slightly different angle Paolo Malanima’s contribution on energy consumption reaches similar conclusions. Malanima discusses two transitions, both entailing the rise of new energy systems. In the thirteenth century the ancient Mediterranean energy system was replaced by a medieval system of energy production, characterized by the extensive use of draught animals, and the widespread use of water and wind-power to propel machines and vessels. This medieval energy system was in turn replaced at the end of the ancien régime by the industrial system, based on a large-scale exploitation of fossil fuels.

These stages, however, tell only half the story. Long before the Industrial Revolution the ‘medieval’ energy system experienced major changes. Indeed, fossil fuels were already used on a substantial scale during the early modern period, mainly as a replacement for ever-scarcer firewood. Their impact on overall energy consumption remained superficial, however. Significant progress, on the other hand, was made in the exploitation of natural energy resources during the later seventeenth and the eighteenth centuries. Most of these innovations occurred in agriculture. Population pressure, mainly in Europe’s central regions where occupation densities were highest, challenged farmers to adopt new techniques. This extension of Europe’s energy basis, especially in the central region, helped establish a foundation for the post-Industrial Revolution growth spurt.

These optimistic pictures of the early modern economy’s growth potential are in marked contrast with Jan Luiten van Zanden’s assessments of actual growth rates. It should be emphasized once again that any figure claiming to represent the economy of the pre-statistical age is open to discussion. Nonetheless, the picture painted in van Zanden’s contribution is consistent and based on a broad set of data. These firmly establish that per capita economic growth, the ultimate test of an economy’s performance, was extremely slow in early modern Europe. The agrarian sector in particular was holding back the economy. In trade and industry growth figures were more positive, but their impact is not large enough to relieve the gloom.

In some areas the picture is brighter, however. Especially in the regions where trade was concentrated, first in northern and central Italy, later in the Low Countries and southern England, the agrarian economy developed vigorously alongside (and as a consequence of) urban trade and industry. However, even there the economy seemed to be held back, as first the Italian Renaissance towns and later those of the Low Countries ran out of steam.
Edwin Horlings also emphasizes the very substantial differences between growth before the Industrial Revolution and afterwards. Horlings claims that a set of interlocking mechanisms was responsible for this situation. The pre-industrial economy was poorly integrated. Due to physical obstacles, such as difficult transport, transaction costs were high. As a consequence of low-quality market access, regional variations in prices were significant and unpredictable. Investors were therefore cautious and found it hard to see how, in the absence of well-established property rights and integrated markets, they would be able to reap the benefits of investments in new technologies and other projects. Collective arrangements, such as guilds, further limited the options for innovation, as did institutional rigidities. High levels of income inequality made it difficult to find a mass market for any product other than food.

To be sure, these difficulties were not insurmountable. Population growth, particularly in densely populated areas, could give rise to a further division of labour, specialized production and a decrease in transaction costs. Hence towns, and more specifically regions with a high level of urbanization, became privileged nodes of economic development in pre-industrial Europe. But constraints of transport technology and other market imperfections ensured that these beneficial effects remained limited to a small area, and failed to transform the wider hinterland. Hence the constraints remained in place and would eventually overwhelm every region of strong economic growth, as the fates of Venice, Antwerp and finally Amsterdam testify.

Only the Industrial Revolution managed to break down the barriers and create a new economic order, where the interlocking modes of operation no longer exercised self-restraint, but instead initiated a process of self-sustained growth. The revolutionary breakthrough was, however, not so much a result of previous improvements but rather came from an exogenous shock, provided by the Napoleonic Wars. These created a new round of ‘creative destruction’, not unlike that of the feudal crisis four centuries earlier.

Capitalism, as Marx contended, is ultimately to be defined not by economic performance, but by its specific relations of production, i.e. the modes of operation and interactions of capital and labour. These are addressed by four further chapters in this book. Again the picture is far from consistent: Ian Blanchard and Jan Lucassen tend to emphasize major changes while Jürgen Schlumbohm and Ad Knotter suggest greater continuity.

Blanchard demonstrates convincingly that European money markets went through a series of stages. In the late middle ages interest rates in western and central Europe started to come down from ten per cent or more to about five per cent around 1500, while at the same time converging on the levels established in England and in the Lower Rhine regions (the Low Countries and German areas as far up-river as Trier). Population growth in the late fifteenth and sixteenth centuries was pressing rates in an upward direction, but the pressure was relieved by the exploitation of silver caches in central Europe. As a consequence, the base rate remained around five per cent. Central European silver, however, helped consolidate the re-location of Europe’s money markets from Italy to Germany and the Lower Rhine area.

Then in the middle of the sixteenth century Europe’s monetary system was once more relocated, as American silver came to dominate the money markets. The American silver
boom made ‘monetary’, rather than ‘real’ profits a very attractive option to those with money on their hands. In England and along the Lower Rhine, however, enhanced savings created a secular decline in base rates and offered small businessmen, such as farmers, real opportunities to finance innovations with borrowed capital. Rising incomes in turn produced savings. During the first half of the seventeenth century money poured into the agrarian sector; after c. 1640 a reverse in the terms of trade saw capital moving out of agriculture and into commerce and industry. By the end of the century, Blachard assures us, ‘the English and the Dutch capital markets were awash with money’. In the eighteenth century this capital increasingly sought new outlets abroad. Whereas initially the rest of Europe had helped finance prosperity in the areas bordering on the North Sea, this trend was now reversed.

If capital markets were going through a series of changes that one can hardly avoid calling ‘progress’, this was far less evident with labour, Jürgen Schlumbohm points out. Proletarianization was not exactly a one-way process. Proto-industry could in fact lead to re-agrarianization and de-proletarianization, as happened in the Osnabrück (Germany) region studied by Schlumbohm. What may look like proletarianization turns out on closer inspection to be merely a stage in an individual’s life-cycle; people were often temporary proletarians.

The aim of Ad Knotter’s contribution is to demolish completely the picture of a unilinear development from independent peasants and artisans to wage-labourers. The Golden Age of labour is a myth, Knotter claims, as is the suggestion that there was a family wage-economy stage between the feudal and the industrial economy. In fact, patterns of labour recruitment were always shaped by a variety of circumstances. More specifically, Knotter argues, during the early modern period when agriculture loomed so large in the economy, these circumstances were to an important extent determined by the ecology of the rural region.

Lucassen nonetheless does see a massive development of proletarian labour. This is not necessarily at odds with Schlumbohm and Knotter, because individual proletarians may have moved in and out of wage-labour jobs. The number of such jobs, Lucassen argues, increased under the impact of international trade and the Military Revolution, which both led to a quite specific type of labour recruitment. But again a broad range of circumstances imposed themselves as constraints or enabling factors, forcing states, elites and large companies to resort to forced (unfree) labour at various times in different parts of Europe. In fact, a completely free labour market for international migrants was established only in the Dutch Republic. The early modern period, Lucassen seeks to demonstrate, was a very specific phase in the development of labour markets precisely because of this variety of trajectories, which are in marked contrast to earlier and later stages, when the trend was much more one of convergence.

So what, after the debates of the 1970s and indeed the new approaches that have since been adopted and developed among economic historians, is there to say about the rise of capitalism during the early modern period? First, let us return once more to capitalism. Earlier contributors to the debate may have been strong on theoretical consistency, but tended to privilege just one particular aspect of what was, by common consent, a broad and complex transition. Braudel and other supporters of the trade-as-prime-mover
approach underscored the pivotal role of towns in the development of markets, trade, and therefore capital accumulation. But in the sixteenth century, less than ten per cent of Europeans lived in a town. Brenner was therefore correct, on grounds of numbers if nothing else, to call attention to changes in rural society. Since he published his essays on agrarian capitalism, however, new evidence has been produced to demonstrate that increased productivity in agriculture was less the result of a capitalist approach to farming than a function of the proximity of urban markets. This town-country relationship also seems significant in the development of proto-industry in early modern Europe. Taken together, the debates of the 1970s and 80s seem to make a strong case for a regional approach to social and economic developments in early modern Europe (cf. de Vries 1999:140).

The chapters in this book strongly reinforce that case. Epstein’s contribution on the ‘crisis of feudalism’, Malanima’s on energy consumption, van Zanden’s on economic growth, Blanchard’s analysis of the development of capital markets, and Lucassen’s comparison of European labour markets all demonstrate that: patterns of development differed widely across Europe. This variation, however, was far from random. Time and again certain regions stand out, and all tend to be located close together around the North Sea. This was an area where several smaller regions, notably south-east England, northern France, the western Low Countries, and more generally the Rhine valley, all displayed remarkable economic potential. But it was also an area that was integrated far better economically than politically. The Dutch and German regions in particular were characterized by strong urbanization and a low level of bureaucratization (compare Tilly 1990; ‘t Hart 1993). This clearly raises questions about the relation between economic and institutional development.

And what about early modern capitalism? Few historians, in this volume or anywhere else for that matter, would like to argue that the European economy in 1800 was still ‘feudal’. At the same time, it would be equally difficult to say that it had been transformed completely into a capitalist economy by that time. So ‘transitional’, or an equivalent term that expresses the incompleteness of the transformation but acknowledges the fact that it was under way, seems appropriate after all. Indeed, several essays in this book provide strong evidence of the precariousness of such master processes as economic growth, or proletarianization. As Knotter’s paper demonstrates, the available evidence can no longer support the popular image of a family economy broken down by the onslaught of capitalism. Both before and during early capitalism income strategies were flexible in ways that make it hard to describe workers as either ‘self-employed’ or ‘proletarian’. Schlumbohm provides evidence of a counter-movement of proto-industrial workers who were able to establish themselves as independent petty producers; similarly, van Zanden concludes that substantial improvements in GDP during the early modern era were possible only in limited areas and proved to be short-lived as well. England stands out as the only exception to this pattern.

Nonetheless, and this is a point that Jan de Vries makes very strongly in the final chapter of this book, the early modern economy was indeed dynamic in all its different sectors, i.e. in trade and industry but also in agriculture. This dynamic may have been frail and easily extinguished, no doubt, but it never disappeared altogether. In some privileged
regions, in general those with high levels of urbanization, a confluence of dynamic elements was capable of generating a broader dynamic, perhaps even something like self-sustained growth. Seen from this perspective, ‘transitional’ takes on a very specific meaning. Instead of an economy that moves from one stage (pre-industrial) to another (industrial), de Vries challenges us to start thinking in terms of simultaneity, of various trajectories of development existing side by side. If one accepts his invitation, the ‘transition’ is no longer a question of change from one economic system to another, but of a changing balance between fast-track regions and those travelling along more traditional routes at slower speeds.

This is not the time for another Grand Theory of the rise of capitalism. The history of the debate on the origins of capitalism suggests that the arrival of such a theory might ultimately depend on the survival of Marxism as an intellectual project. But if that new Grand Theory is eventually to appear, it will have to take into account two important results of the work presented here. First, we need a clearer understanding of the regional dynamics of early modern Europe. This in turn requires a better conceptualization of the developments within regions, as well as a far better understanding of the regional division of labour in Europe. Second, any new Grand Theory should reckon with the fact that over at least three centuries capitalism was struggling to emerge from a largely non-capitalist world. Acknowledging this fact demands a better conceptualization of the relationships between capitalist and non-capitalist economies that co-existed even within the relatively small spaces of individual European countries. As an intellectual enterprise, this might be of some historical importance. At the same time it could, perhaps, contribute to a better understanding of our present predicament.

Notes

1 Thanks are due to Stephan Epstein and Jan Luiten van Zanden for their comments on an earlier draft of this introduction. However, I accept full responsibility for any remaining shortcomings.

2 Recently van Zanden (1993: chapter 1) in his book on Dutch capitalism has provided what to my knowledge is the first attempt at an economic interpretation of merchant capitalism. See the ensuing debate in van Zanden et al. (1997:189–270), with contributions by Ad Knotter, Catharina Lis and Hugo Soly, Immanuel Wallerstein, and van Zanden himself.

3 Rodney Hilton in Sweezy et al. (1976:11–12). Sweezy’s ‘A Critique’ and Dobb’s A Reply’ were both published in the Marxist quarterly Science and Society in the Spring of 1950. These and other contributions to the debate have been collected in Sweezy et al. (1976). See also Holton (1985).

4 Notably Brenner (1977:33, 38–41, 53–4, 91). This criticism was justified to the extent that Wallerstein (1979:9) himself has explicitly endorsed Sweezy’s views.

5 The intellectual background of Wallerstein’s work is described in Chirot and Hall (1982). The quantum leap in scholarship and hence availability of data also allowed Wallerstein an intellectual freedom far greater than Dobb or Sweezy enjoyed, as can be glimpsed from the bibliography in Wallerstein (1974:359–86), consisting almost exclusively of post-1950 works.
6 O’Brien (1982) has provided the most systematic criticism of this aspect of Wallerstein’s theory. But it was already rejected by de Vries (1976:141–6).
7 Given Braudel’s present fame, it is easy to overlook the fact that the first English translation of the Méditerannée was published only in 1972.
8 Most of the following paragraphs come from The Wheels of Commerce, Volume 2 of Braudel’s huge work on the early modern economy, Civilization and Capitalism, 15th-18th Century, 1982–84, first published in French in 1979. For a more succinct statement of his position compare Braudel (1976).
9 Note that Wallerstein sees capitalism as a market economy.
10 This summary follows the argument as developed in Brenner’s ‘Agrarian Class Structure’, and the later restatement of his case, in The Agrarian Roots of European Capitalism, Past and Present 79 (1982:16–113), both reprinted in Aston and Philpin (1985).
11 This, incidentally, was already noted by Adam Smith (1986:515) when he wrote: ‘It is thus that through the greater part of Europe the commerce and manufactures of cities, instead of being the effect, have been the cause and occasion of the improvement and cultivation of the country’.
12 DuPlessis (1997) is a helpful survey of developments in agriculture and industry, but does not pretend to offer an over-arching explanatory framework for these transitions.
13 The specific technique is known as national accounts, and is applied in this volume by Jan Luiten van Zanden.
14 Thus, Brenner (1977:32–3) explains: ‘What therefore accounts for capitalist economic development is that the class (property/surplus extraction) structure of the economy as a whole determines that the reproduction carried out by its component ‘units’ is dependent upon their ability to increase their production (accumulate) and thereby develop their forces of production, in order to increase the productivity of labour and so cheapen their commodities. In contrast, pre-capitalist economies, even those in which trade is widespread, can develop only within definite limits, because the class structure of the economy as a whole determines that their component units…neither can nor must systematically increase the forces of production, the productivity of labour, in order to reproduce themselves.’
Part I

Economic growth
The late medieval crisis as an ‘integration crisis’

S.R. Epstein

During the 1950s and 1960s a distinguished generation of Marxist and neo-Malthusian scholars led by M.M. Postan (1973), Wilhelm Abel (1935), Ernest Labrousse (1933), Fernand Braudel (1982–84, Volume 2), Emmanuel Le Roy Ladurie (1966), Maurice Dobb (1946), and Rodney Hilton (1975; also Bois 1984) established the view—later to be enshrined as the so-called ‘Brenner debate’ (Aston and Philpin 1985)—that pre-modern, ‘traditional’ societies did not undergo significant long-run intensive per capita economic growth for lack of technological innovation. This view is now increasingly being challenged, and from two directions. First, earlier claims that pre-industrial agrarian technology was incapable of keeping food output in step with rising population are now viewed as too pessimistic, in the light of a growing body of archaeological and archival research that shows that the available agricultural techniques could produce much higher yields than was formerly believed. Second, historians are taking more cognisance of developments in rural by-employment and ‘proto-industry’, and of improvements in market organization and trade that earlier generations had largely ignored.

Perhaps the most significant aspect of the current revisionism is the suggestion that most pre-modern societies were operating significantly below their technological and productive potential. This proposition implies that pre-modern technology did not pose the fundamental economic constraint that earlier scholars assumed, and it offers a simple solution to an unanswered problem with ‘stagnationist’ models, which is to explain why the pre-modern European population growth maintained a long-term upward trend even though agrarian technology underwent little change. The answer is that food production was able to expand in line with population growth because there existed considerable technological and organizational slack. Nevertheless, towards 1300 only a handful of European regions—including parts of Essex and Kent, of Flanders and northern France, of the southern Rhineland, and of Lombardy, Tuscany and possibly Valencia—were coming within sight of the technological frontier of pre-modern agriculture, while in most other European regions agricultural systems were still unaffected by the most significant medieval innovations. The history of European agriculture between 1300 and 1800 is thus a story of the slow and frequently reversible diffusion of best practice from the more advanced to the more backward areas of the continent, rather than a tale of structural immobility and rustic longue durée as evoked so movingly by Fernand Braudel.
Technological innovation and organizational change were spurred by the gains from specialization, which occurred as opportunities to market improved; however, a complex array of institutional barriers to trade and frequent phases of commercial disintegration due to warfare made specialization fitful and subject to frequent setbacks. As a result, towards 1800 many parts of Europe had still not caught up with productive techniques that had been applied elsewhere since the late middle ages; the mechanization of agriculture and the introduction of chemical fertilizers replaced a bundle of ancient and medieval technology that had still to unfold its full productive capacity.¹

The fact that pre-industrial societies could under some circumstances undergo intensive growth, which most postwar historians denied, raises the question why relatively few regions took such a path. Whereas both schools were happy to tar all pre-industrial economies with the same brush of stagnation (with England and Holland as generally unexplained exceptions to the rule), the argument we have just outlined takes regional economic diversity as a central element to be explained. It also suggests new answers to the old debate on the late medieval ‘crisis’ and the transition from feudalism to capitalism, which will be the topic of this chapter. The chapter begins by discussing current models of the ‘feudal’ economy that appeal to exogenous sources of change, and proposes an alternative model of endogenous development in which long-run intensive growth is one of several alternative outcomes. It then addresses the nature and causes of the demographic slowdown that occurred in many parts of western Europe from the late thirteenth century. Was it a systemic crisis, as neo-Malthusians and neo-Marxists claim, or was it a series of short-term difficulties or bottlenecks that could have been overcome had the catastrophe of the Black Death not struck? In other words, are claims about a ‘general crisis’ in the fourteenth century an instance of post hoc argumentation based on the social, economic and political upheaval following the Black Death? The chapter concludes with a model of the crisis that emphasizes general patterns of development but also sketches an answer to the question why long-run intensive growth in early modern Europe was so rhapsodic across time and space.

The ‘traditional’ feudal economy

Notwithstanding significant ideological and theoretical differences, post-war historians agreed that the period between the 1280s and the 1340s marked a watershed for the European economy. Most called it a general economic crisis. The arguments are well known and need to be sketched out only very briefly. The feudal economy, pictured as a one-good Ricardian economy devoted to the subsistence production of grain with no significant agricultural or manufacturing alternatives (Desai 1991), was unable to produce enough food to meet rising demand because of its primitive technology and low rates of investment (Hilton 1965; Postan 1967). Technological inefficiency was the effect of the prevailing set of property rights and incentive structures. Feudal lords obtained their income through military and legal (‘extra-economic’) coercion and therefore had little incentive to produce for, and compete in, the market; conversely, the lack of competitive markets gave them few incentives to innovate. The peasantry’s preference for self-
sufficiency to ‘dependence’ on the market—that is, their native risk aversion—was also compounded by the absence of true, ‘capitalist’ markets. Primitive technology meant that output could only be increased by bringing new land into cultivation, which was in any case subject to rapidly diminishing returns. The consequences of declining land productivity were intensified by the constantly rising costs of feudal warfare. Because the total size of the economic pie was not increasing, lords could only meet their escalating military costs by capturing a larger share of the social surplus. The contraction of the peasants’ share cut into their capital investments and the availability of seed, thus exacerbating the decline in agricultural output. Famines increased, pushing the peasantry and the poor urban wage-earners to their physiological limits. Undernourishment increased rates of mortality and prepared the ground for the Black Death. The feudal system could no longer reproduce its economic base, and the Black Death brought the crisis of an entire society to a head.

The model faces problems on several important counts. The first concerns the regulation of medieval demography. The Ricardian—Malthusian conclusion that by 1300 the population was rapidly outstripping available resources arose from three distinct claims: first, that the marginal productivity of land was in long-run decline; second, that lower levels of food consumption, and particularly the greater incidence of harvest crises from the 1280s onwards, increased levels of background and crisis mortality and caused population to decline; and third, that medieval societies were incapable of applying preventive checks to nuptiality and natality that could mitigate the pressure on resources. None of these statements withstands closer scrutiny.

The only statistical evidence that long-term grain yields were in decline before the Black Death comes from a famous study by Postan and Titow of the Winchester lands between the mid thirteenth and mid fourteenth century. Contrary to their claims, however, modern analysis has shown that the Winchester yields display no statistically significant trend; grain yields were in fact stagnant in the century before the Black Death (Postan and Titow 1958–9; Desai 1991).2 On the other hand, recent findings for other parts of England and Continental Europe suggest that in some regions average yields were still rising before the Black Death (Reinicke 1989; Mate 1988; Campbell 1995:555; Cortonesi 1995). Evidence of demographic hardship before the Black Death is equally ambiguous, with places showing demographic stagnation or contraction appearing side by side with areas of continued growth in England (B.F. Harvey 1991; Smith 1991); in Iberia, where Catalonia and Castile were relatively underpopulated, Aragon and Navarre less so (Dufourcq, Gaultier Dalché 1976: 122–3; Bisson 1986:163; Zulaica Palacios 1994; Berthe 1984); in Italy, where Tuscan and southern Italian stagnation or decline contrasted with continued growth in Lombardy (Pinto 1995:46–54; Chiappa Mauri 1997; Epstein 1992: chapter 2); and in France (Dubois 1988:242–63; Sivéry 1976:607; Baratier 1961). The main indirect evidence for patterns of food production (yields) and consumption (population) is therefore far from clear-cut, since indirect intimations of economic problems within some regions and communities are matched by evidence of economic expansion elsewhere. While it would be wrong to extrapolate general trends from either finding, the evidence does not support claims of a general European crisis in the decades preceding the Black Death.
Figure 2.1: Price volatility of wheat in Europe, 1310–1649
There are similar problems with the argument that background and crisis mortality increased from the late thirteenth century. Direct evidence of mortality is thin on the ground and difficult to interpret. Nearly all of it is based on estimates culled from tax records, most of which are of urban origin. Besides the problems in interpreting sporadic fiscal estimates that are often poorly understood, the sources seldom make it clear what caused a community’s population to contract. The common assumption that net demographic losses were caused by mortality crises rather than other factors does not have strong statistical support. The most detailed study of pre-Black Death demography in a significantly sized region, Navarre, indicates that migrations caused by pestilence, warfare and other unknown factors caused extreme short- and medium-term changes in both rural and urban population. Evidence for thirteenth and early fourteenth-century Provence, while applying more to town than country, suggests similar levels of volatility (Berthe 1984; Baratier 1961). Although peasant mobility may have been more constrained in regions where serfdom was still a significant institution, those areas also included large numbers of economically marginal and potentially mobile individuals who could respond to local economic difficulties by migrating.

Because of the difficulties involved with accurate demographic estimations, Ricardian-Malthusian pessimists have searched for evidence of increased hardship elsewhere. They have focused in particular on the apparent increase in the volatility of grain prices on urban markets (rural prices being generally unknown), which they take as evidence of worsening harvests and of the increased liability of the urban poor to death by hunger. Both inferences are open to question. Price volatility is strictly speaking a function of the efficiency of urban supply structures rather than of the volatility of the neighbouring harvest. The two will only coincide if output is subject to identical shocks across a town’s entire supply region, so the town is unable to compensate for declining output in one part of the supply area by importing food from elsewhere (if compensatory flows do arise, prices on the urban market will increase only by the difference in transport costs between the two locations). Thus the claim that the volatility of wheat prices accurately measures the volatility of harvest output assumes either that harvests were identical across very large regions or that the costs of transporting grain impeded commercial arbitrage between deficient and surplus areas. However, since the ecological determinants of output were in practice very localized and grain was actively traded within and across regions, we must conclude that any rise in price volatility from the 1280s onwards reflected increasing constraints on distribution rather than production.

Long-run developments in price volatility in European towns support this conclusion (figure 2.1). First, the fact that volatility remained very high for many decades after the Black Death, despite the sharp demographic contraction, proves that it was not caused by excess population driven onto marginal and increasingly unproductive land. The continued instability of grain prices during the weakly populated fifteenth century or later shows that the causes of volatility were largely social and institutional. Second, volatility in the longer run declined sharply even as population growth resumed.3 The trend was common to regions with very different levels of agricultural productivity, so it seems unlikely that agricultural improvements can explain much of the gain; more plausibly, the decline in volatility was largely due to improvements in the efficiency of trade.
Conversely, any significant increase in the volatility of urban grain prices is more likely to have been caused by difficulties in food supply than by fluctuations in output (Fogel 1992; Niellsen 1997; Epstein 1999). 4

There were, of course, occasions when climatic disorders affected such a large region that it became nearly impossible to compensate for local hardship by importing food from neighbouring areas. The worst example of a natural calamity of this kind resulted in the north European Great Famine of 1315–17, often considered the archetypal ‘Malthusian crisis’ because it was associated in many places by sharply rising mortality. 5 But even though famine and mortality often coincided chronologically, modern epidemiological research does not confirm the neo-Malthusian postulate of a causal link between famine and mortality or even between malnutrition and disease: individuals seldom die of hunger and low levels of food intake do not automatically raise morbidity levels. According to epidemiologists and students of contemporary famines, the main cause of short-term mortality during a severe food shortage is the social and economic disruption to food allocation and sanitation, and to inefficient systems of distribution and welfare. The effects of famine will therefore differ by class, gender and time; the relation between population and food supply displays multiple equilibria. 6

It seems reasonable to assume that pre-modern famines and crisis mortality were, like contemporary instances, the effect mainly of inefficient distribution systems and of underdeveloped systems of social welfare and support, which were unable to respond to short-term entitlement failures and move food supplies swiftly at times of need, and which exacerbated the problem by concentrating the best food supplies in the towns that attracted vast numbers of temporary immigrants. Mortality rose not strictly speaking because of nutritional failure, but because migrants spread diseases and put existing supply and sanitary systems under intolerable stress. 7

As our critique of the late medieval ‘Malthusian crisis’ has suggested, there are grounds for questioning neo-Malthusian assumptions more generally. The model of the feudal economy sketched previously made three crucial claims: in demographic terms, that the population periodically overshot its resource base (or output ‘ceiling’) and had to be kept in check by rising mortality; in technological terms, that output could not keep up with rising population; and in structural terms, that the economy was nearly wholly employed producing grain for human consumption.

The belief that medieval peasants were unable to adapt their reproductive strategy to changing economic circumstances rests on the claim that they ignored basic contraceptive and abortifacient techniques and did not calibrate nuptiality to economic opportunity. 8 However, both medical texts and church moralists attest to the fact that contraceptives and abortifacients were well known during the high and late middle ages (Biller 1980; Riddle 1991). The frequently observed positive correlation between peasant wealth and family size also suggests that both active and passive methods of birth control (including infanticide, exposure, differential nutrition, and regulation of the age of first marriage) were being used, particularly by the poorer sections of the population, to restrict household size. 9 Migration was also an effective means for those not legally bound to the land of adapting to changing environmental constraints and opportunities. By the thirteenth century at the latest, therefore, European populations disposed of a portfolio of social and medical
controls over fertility and nuptiality that could maintain them in homeostatic equilibrium with resources. Given the doubts cast on what neo-Malthusian historians have taken as evidence of overpopulation (declining grain yields, rising price volatility, and slowing demographic growth), we may reasonably conclude that medieval populations acted rationally—that is, preventively—to opportunities for, and constraints upon, family formation.

The second string to the neo-Malthusian bow, technological pessimism, was based on early estimates of pre-modern agricultural productivity that relied on crude measures of yield per unit of seed, which showed considerable stability over time. What these estimates did not do was to measure changes in output per unit of land and labour, and in the return to investment. Neo-Malthusian pessimists also took the lack of major crop and machine innovations between the fourteenth and the eighteenth centuries as evidence that productivity was stagnant. However, recent more sophisticated measurements of output and capital efficiency have substantially raised earlier estimates, and have gone on to suggest that the lack of major technical change before 1750 was not a significant constraint upon output at the prevailing levels of population. Substantial productivity gains supporting a larger population could still be made in eighteenth-century Europe by using available factors of production more efficiently and by introducing low-cost innovations (better drainage, new crop rotations, enclosure, etc.) based on practical technical knowledge that was available from the thirteenth century or before.

By the 1320s Norfolk and Kentish peasants had achieved levels of land productivity that were reached again only in the eighteenth century (Campbell and Overton 1993; Campbell 1995:555). In thirteenth-century Tuscany, average agricultural productivity may have increased about 0.25 per cent per annum thanks to investments in drainage, reorganization of plots, the planting of higher value crops, and improvements in transport and distribution, that required no major technical change; these gains were associated with a rough doubling of the total population and a tripling of the proportion of urban residents in the region. Tuscany only achieved similar levels of population density and urbanization after 1800. Alain Derville (1987), Eric Thoen (1997), Christian Reinicke (1989) and others have identified similar performances for medieval northern France, Flanders and the lower Rhineland; Valencia’s irrigated huerta also achieved high levels of productivity. Robert Allen (1992) has suggested that the introduction by early modern peasant landowners of small-scale improvements to drainage in the heavy Midland clays fuelled a yeoman’ revolution in agricultural productivity, while Philip Hoffman (1996) has documented comparable patterns of growth in central and northern France. George Grantham (1993a and 1997) calculates that pre-modern levels of urbanization were 40–60 per cent lower than what the available technology could sustain, and concludes from this that the state of agricultural technology was not a binding constraint on the size of the non-agricultural workforce in pre-industrial times.

The research I have summarized suggests that two major factors were at play in determining the rate of peasant and landlord innovation, namely interest rates and the opportunity costs of trade defined by prevailing transaction costs. As discussed below, however, real interest rates are determined by investment risk and investment opportunity (market size), both of which are a function of transaction costs. We can
therefore say that the principal reason why investments in pre-modern agriculture were not more sustained and why productivity experienced frequent setbacks, was the high level of transaction costs in pre-modern societies due to political fragmentation, co-ordination failures, and upheaval and warfare. A further conclusion is that, in the longer term, population density was positively correlated with agricultural productivity as argued by Ester Boserup (Boserup 1965). As might be expected given the high cost of transporting bulk foods and the benefits from higher population densities in terms of specialization and economies of scale in infrastructure, the highest rates of medieval agricultural productivity were found in regions such as north-central Italy, Flanders, Île-de-France, Artois, and Norfolk that also had the highest demographic density in Europe at the time.

Neither conclusion implies that bottlenecks to production causing demographic expansion to stall did not arise; it is clear that a slowdown of this kind was taking place in parts of Europe from the late thirteenth century. What they do is to shift the explanatory focus in accounts of pre-modern economic growth and of its absence from the balance between population and resources (as in the neo-Malthusian model) and the structure of land ownership (as in Brenner’s model) to the complex relation between agrarian production and markets.

One of the most misleading aspects of the model we have been criticizing is its overwhelming concern with grain production. While grain as the European staple food was evidently the most salient pre-modern product in terms of volume, it was far less important by value and commercialization (much being consumed directly by the producers). Until quite recently, however, this fact was not recognized, and the sectoral bias in favour of agricultural staples ignored the substantial occupational alternatives faced by rural producers, which included wool production (which accounted for up to a third of rural GNP in early fourteenth-century England), Mediterranean tree crops, livestock meat, dairy and leather production, and most crucially, various forms of by-employment or ‘Z-goods’ in the manufacturing and service sectors (Hymer and Resnick 1969). It could be argued that the bias reinforced the belief in a ‘general crisis’, for it led historians to ignore the perceptible increase in some parts of Europe of rural and small town by-employment in the decades before the Black Death, an increase that implies that the price of basic foods relative to manufactures and to raw materials like wool was stable or declining. By excluding activities that raised disposable incomes and stimulated agrarian specialization, the post-war models of the feudal economy overestimated the welfare effects of harvest and supply crises before the Black Death.

Single-minded concentration on cereal production also led post-war historians to ignore or misunderstand the importance of domestic trade and markets, and to assume that since ‘average’ peasants owned their means of production and could meet their food consumption needs off the land, they would only trade under some kind of ‘extra-economic’ compulsion. Markets were foisted on the peasantry by feudal lords and by Church and state who needed to monetize the feudal surplus; medieval towns were both parasitical consumers of the feudal surplus and ‘islands in a feudal sea’. Under normal circumstances, peasants avoided markets because production for the market was subject to greater risk, that is, to greater income volatility. These arguments are wrong both in theory and in practice. In theory, income volatility can be overcome by diversifying output; however,
markets do the job better than an isolated producer because they pool the output from a large number of farms and stimulate specialization which increases productivity. There is therefore in principle no reason for peasants to avoid markets, although the existence of market inefficiencies might recommend some caution (or to put it differently, the extent of specialization is a function of market efficiency). In practice, product markets (and to a lesser extent land, labour and credit markets) were ubiquitous under feudalism, and towns played important roles as centres of consumption, industry and trade in stimulating agrarian and manufacturing specialization. Although these facts have long been accepted for the more urbanized and less feudal regions of Europe such as Flanders, parts of Iberia, southern France and Italy, similar patterns are being discovered in economically less-developed countries such as England, where the period c. 1086 to 1348 witnessed rising commercialization, a tripling of the rate of urbanization and perhaps a tenfold increase in per capita coinage in circulation (Miller and Hatcher 1995; see also Britnell 1993). Even in the least urbanized, most feudalized corners of Europe, intensive Smithian growth was clearly being achieved, and towns played an important part in the process.

In sum, post-war models of the medieval or feudal economy underestimated the productive potential and performance of agriculture. Agrarian practices developed for the most part before the mid fourteenth-century crisis could raise output and productivity considerably above the demographic ‘ceiling’ reached around 1300. Many of the potential gains in productivity had still to be exhausted by the eighteenth century. The major influence on the rate of innovation was the cost of trade broadly defined. Ease of access to structured and competitive markets was the main precondition for growth. Medieval societies, which appear to have regulated their size in response to economic opportunities, did not exploit their technological potential to the full before the Black Death largely for lack of adequate incentives. In most cases, the barriers to trade and therefore the opportunity costs of innovation were simply too high.15

2 Outline of a new model of the feudal economy

A new model of the feudal economy must incorporate the recent findings I have just summarized; it must avoid the tautological appeal to trade that causes trade;16 and it must offer a parsimonious explanation of why regional economies performed differently over long stretches of time. What follows is a brief sketch of what this model might look like.

In the feudal or tributary mode of production, most rural producers owned their means of production and sold a proportion of their produce on the market.17 Feudal lords (which included towns with jurisdictional prerogatives over their hinterland) extracted a surplus from the peasantry upon the basis of a decentralized system of legal compulsion backed by military threat; the surplus was perceived directly as rent in cash, kind or labour, and indirectly through levies on trade and the provision of justice. Although the relative share of income from each source varied over time and space, the share from rights of jurisdiction (which included compulsory labour services) was always substantial. Therefore, the principal threat to feudalism did not come from trade; up to a point feudalism thrived on trade (Britnell 1993).18 But if feudal lords did not exclude markets,
they regulated and taxed them for income. The main obstacle to growth in the feudal economy was thus the cost of trade, which was defined mainly by institutional regulation and tariffs and (to a far lesser extent) by developments in transport technology. Within the boundaries of a lord’s or city’s jurisdiction, markets were by and large competitive, with the exception of the market in food supplies which towns often attempted to regulate; up to a point, feudal decentralization could support both extensive and intensive growth. Yet the lords’ and towns’ main purpose in stimulating trade was to maximize rent streams from their fiscal and jurisdictional rights, and those rights were a fundamental aspect of their social and political powers. In other words, ‘free trade’ would have both reduced feudal and urban revenue, and challenged the jurisdictional superiority of lord over peasant and town over country. Consequently, strong feudal jurisdiction was incompatible with long-run economic growth. Not surprisingly, agricultural innovation appears to have been inversely correlated with the intensity of seigniorial rights (Campbell 1997b: 244–5; Verhulst 1985; Verhulst 1990:25), and rural industrial growth was inversely correlated with the jurisdictional powers of towns (Epstein 2000). The fundamental constraint in the feudal economy was not technological inertia, but the market monopolies and other co-ordination failures arising from political and jurisdictional parcellization.

In principle, therefore, the feudal economy could develop in two opposite directions. Either it maintained or intensified the parcellization of sovereignty—a direction taken for example by the Polish Commonwealth following the collapse of the monarchy after the mid-seventeenth century, and to a lesser degree by Spanish Naples in the same period—or it could evolve into more centralized and politically integrated states, as occurred more or less rapidly elsewhere. In most of western Europe, the use by feudal lords of their extra-economic powers of coercion to tax and monopolize trade, which maintained the feudal economy at a permanent sub-optimal equilibrium, was counterbalanced by the same feudal elites’ strategy of military expansion and territorial integration. Although the primary aim of feudal territorial expansion was to broaden the lord’s political and economic base, it also benefited the economy more broadly because it increased jurisdictional integration and reduced transaction costs within the new territory (Olson 1982). As discussed below, state formation lowered pre-existing seigniorial dues, overcame co-ordination failures (prisoners’ dilemmas) between rival feudal and urban monopolies, systematized legal codes, weights and measures, and reduced the ruler’s opportunities and incentives to act autocratically as a ‘stationary bandit’ against his subjects. State formation was thus a major cause—possibly the major cause—of market integration and Smithian growth.

Economic development in the feudal system was therefore the outcome of two countervailing forces, the one pressing for military and jurisdictional decentralization, the other for increased political and jurisdictional centralization. In the long run, the latter won out, lowering transaction costs and stimulating commercialization and specialization. The ‘prime mover’ and ‘contradiction’ within the feudal mode of production lay in relations between lords, peasants, markets and the state.
The late medieval crisis

If one accepts that population growth offers a crude indirect measure of economic growth, as the research I have summarized implies, the evidence of an economic slowdown in many parts of early fourteenth-century western Europe is hard to gainsay. But if, as has been suggested, demographic difficulties reveal the operation of preventive rather than positive checks, what was causing economic opportunities to contract?

It was pointed out previously that neither the demographic slowdown nor the increasing incidence of famines prove that the population was outstripping available resources, and it was suggested that the increased volatility of grain prices, the socially unequal exposure to famine, and the highly variable patterns of demographic change observed around the turn of the fourteenth century were the effect of institutional bottlenecks to specialization through trade. Where opportunities for agricultural intensification and specialization were being foreclosed and the costs of transporting grain to meet local shortages rose too, the incidence of famines and price volatility rose; societies responded either by deferring marriage and procreation, or (where serfdom did not tie peasants to the land) by migrating. The rising incidence of feudal warfare was particularly disruptive, less because of the destruction it wreaked than because it was associated with higher taxes, distress and purveyances of food-stuffs to supply armies, disrupted trade (owing both to warfare and to higher fiscal exploitation), and higher and more volatile prices. On the other hand, where institutional and market conditions were more stable, the population continued to expand. Thus in central and southern Castile, for example, the thirteenth-century *reconquista* opened up unsettled lands that immigrants were too few to populate fully; not surprisingly, in this area the symptoms of economic crisis (stagnant or declining population, volatile and rising prices, land fragmentation) were generally more muted. The region’s main economic problems arose from a lack rather than an excess of population.

We have seen that the economic slowdown was due neither to primitive technology nor to peasant conservatism, but resulted from increasing competition between feudal lords—including towns that possessed significant jurisdictional rights over the countryside, as in parts of Italy, Flanders and possibly Catalonia—for the profits of trade, for stable food supplies, and for territorial enlargement. The slow build-up of royal, seigniorial and urban levies during the thirteenth century, and perhaps more seriously, the increased incidence of feudal and urban warfare from the last two decades of the thirteenth century, raised the risk threshold of specialization and reduced incentives for agricultural innovation. These bottlenecks did not occur everywhere to the same degree, which explains why in some areas the population kept on growing; but where and when an economic slowdown did occur, it was less a technologically determined ‘agrarian crisis’ than an institutionally induced ‘crisis of distribution’.

Although there is considerable disagreement over the effects of the ‘crisis’ and of the pandemic shock caused by the Black Death, most historians agree that it marked a watershed in the transition to capitalism. For Brenner (1982), the development of ‘agrarian capitalism’ required the expulsion of the self-sufficient and market-averse...
peasantry from the land. This process occurred only in England; elsewhere, the ‘crisis’ actually reinforced the feudal mode of production based on an independent peasantry or on serfdom. According to Wallerstein (1974) and, more ambiguously, to Braudel (1982–84), the crisis set the stage for the transition to a more vaguely defined ‘merchant capitalism’ and to a ‘capitalist world-system’ with western Europe at its core. Both interpretations assume that the transition to capitalism was set in motion by factors external to feudalism itself—as indeed follows logically from the assumption that feudalism possessed no internal dynamic for growth. Brenner sees the deus ex machina as being the balance of class power determined by historically contingent national features; for Braudel and Wallerstein, the overseas discoveries offered the external markets needed to pull the medieval economy out of under-consumptionist stagnation. The most frequently heard answer to Maurice Dobb’s old question whether there was a ‘prime mover within feudalism bringing about the transition to the capitalist mode of production’ is a clear and resounding ‘no’ (Dobb 1946).

The economic dynamic of feudalism is better seen as the result of two endogenous forces, market production and political centralization. In this context, the Black Death was an autonomous or exogenous phenomenon, but it was not the all-important outside shock that bounced the feudal economy out of its ‘low-level equilibrium trap’ (see B.F. Harvey 1991 and Herlihy 1997 for this view). Even without the epidemic of 1347–50, increasingly powerful political and economic forces had been pressing since the late eleventh century for territorial and jurisdictional simplification. These pressures were coming to a head during the last decades of the thirteenth century, with the outbreak of ‘state warfare’ in the British Isles, Iberia, Flanders, southern Germany, and Prussia; the two Hundred Years wars between England and France and between Catalonia-Aragon, Sicily and Naples were merely their most salient manifestations. War required taxation, and taxation required forms of political consensus-building, of state sovereignty, and of administrative resources that were in many ways quite new (Genet 1995). Even without the shock of the plague, inbuilt pressures for political centralization would, over time, have provided the benefits sketched above, lowering transaction costs, improving incentives for trade and specialization, and slowly raising the economy to a higher growth path. However, by shifting the bargaining power between land and labour so rapidly and dramatically, the fourteenth-century pandemic turned an evolutionary process into a process of Schumpeterian ‘creative destruction’ driven by political struggle.

With the support of social groups such as the wealthier peasantry, whose bargaining powers were strengthened by the shortage of labour, and the urban elites, both of whom stood to gain from lower feudal levies and weaker feudal jurisdictional monopolies, aspiring rulers increased the jurisdictional integration of their territories, made markets more competitive, stimulated commercialization and set the stage for the long sixteenth-century boom. The extent and effectiveness of jurisdictional integration were, however, shaped by institutional and political differences between states; these differences also set the framework for further integration. To the extent that jurisdictional integration defined the basic incentive structures within regions, the late medieval crisis both caused greater integration within politically bounded regions and defined the institutional parameters for subsequent economic divergence between regions.
Much of the debate on the late medieval economy has focused on the demand side, especially on the extent to which changes in the bargaining power of lords and labourers improved the standard of living of the poor. Despite significant regional differences in the extent of income distribution and in its effects on patterns of consumption, individual welfare generally increased. Rising consumption is well-attested for meat, cheese, butter, beer and, in Mediterranean countries, for wine, olive oil, fruit and vegetables; probate inventories, dowries, and archaeological excavations show marked increases in the use of cheap cloth, crockery, wooden utensils and suchlike. The description of the late middle ages as the ‘golden age of the peasant and labourer’ is by and large correct.\(^{25}\)

However, a consequence of the neo-Malthusian and neo-Marxist focus on grain production has been to divert attention from developments in supply structures that gave rise to market deepening (an increase in the volume, number and quality of commodities exchanged) and market widening (an increase in the geographical size of markets). Market deepening entailed three related phenomena: first, the previously mentioned increase in per capita consumption of already commercialized goods with higher elasticity of demand; second, an increase in the traded proportion of total output, that is, greater ‘commercialization’, as reflected in the development across late medieval Europe of rural cloth and metal industries; third, an increase in the traded range of consumer goods. These processes, which were at the same time social, technological and institutional, show striking structural similarities with the ‘industrious revolution’ of the seventeenth century, whose most distinctive feature was the increase in labour inputs in response to a growing range of consumer goods (de Vries 1994; see also Goldthwaite 1993).

One reason why real demand appears to have increased during the late middle ages is that the Black Death reduced the proportion of un- or under-employed in the population and labour participation increased (Bridbury 1973). Several scholars have suggested that more unmarried women were employed in the urban service sector, particularly in the production and petty trade of clothing and food; others that the growth of rural manufacture required greater labour inputs by children and women. The apparently increased concern by urban craft guilds to exclude or delimit women’s work was to some extent a reaction to women’s greater opportunities for work and bargaining power (Goldberg 1992; Poos 1991; Howell 1986a; Wiesner 1986; Knotter, in this volume). In agriculture, the diffusion of crops such as rice, sugarcane, oil and wine in southern Europe, hops in northern Europe, and woad, madder and flax across the continent helped distribute labour inputs more evenly during the year, making it possible to cultivate the same amount of land for a higher output with less labour.\(^{26}\)

Gains in average labour productivity were matched by institutional and technical changes that stimulated specialization. If the average per capita value of trade increased after the Black Death, as the preceding argument implies, transaction costs at the margin would also rise; unless more efficient systems of distribution had been devised, therefore, most benefits of more trade would have been lost. In fact, several institutional changes did occur which lowered transaction costs, in most cases deliberately so, even though the process was largely driven by the increased jurisdictional integration of territorial and emerging national states. The most immediate effect of a territory’s jurisdictional integration—which was technically a form of customs union—was to reduce feudal and
urban tariffs, raise domestic competition and cause domestic prices to deflate, particularly for cheaper, bulk commodities like grain for which the marginal impact of tariffs was high (Daviso di Charvensod 1961; Bergier 1963:175–80; Zulaica Palacios 1994:45, 56).

Large gains were also made by changing the way trade was organized. The late middle ages witnessed possibly the most wide-ranging attempts in Europe before the eighteenth-century and Napoleonic reforms to integrate money and coinage and to standardize measurements. While monetary agreements between independent lords and towns were not unknown during the twelfth and particularly the thirteenth century, monetary unions flourished after 1350 in Alsace, Swabia, Franconia, in the southern Rhineland and the Netherlands, and elsewhere in south-western and western Germany, in reaction to the monetary disintegration that followed the fall of the Hohenstaufen (Wielandt 1971:664, with references). In the regional states of Italy, coinage by individual city-states was supplanted by that of the dominant city, Milan, Florence or Venice. In France, the royal silver blanc struggled for hegemony over monetary regions that had themselves only recently emerged out of feudal fragmentation. Inasmuch as political fragmentation gave rise to co-ordination failures and competitive devaluations, political integration may have reduced the incidence of monetary debasement. Use of gold coinage, mainly for large internal and international payments and therefore less susceptible to local abuse, became more widespread. In areas of Hansa commercial influence gold coins account for one-fifth of all hoards in the fourteenth century, but the proportion rises to four-fifths in the fifteenth (Sprandel 1971:354). In the course of the fourteenth century the Florentine florin and the Venetian ducat established international benchmarks for national gold currencies; only England, the fifteenth-century Rhineland principalities, and briefly France produced gold coins of a different standard (Spufford 1988:319–21).

Unification of measurements was more difficult to enforce. The proliferation of local measurements was not simply a time consuming nuisance and a constant cause of commercial friction; it was also a primary source of fraud. Since measurements were also one of the most visible signs of jurisdictional sovereignty, their regulation and where possible simplification was of both economic and symbolic importance. Efforts to establish common ‘regional’ or ‘national’ measurements increased after the Black Death under very diverse political, institutional and economic circumstances. Even in England, where attempts to unify the country’s measures went back for centuries, the enforcement of common national standards became a matter of growing concern during the fourteenth century (Zupko 1977: chapter 2; see also Held 1918; Epstein 1992: chapter 3; Wielandt 1971:678).

The sharp rise after 1350 in the number of seasonal and annual fairs specializing in regional and inter-regional trade, which may also have contributed to the emergence of a trans-Alpine network of petty traders (Fontaine 1996), provided an institutional backbone to market integration (Epstein 1994). Localized demographic shocks also stimulated the rise of more integrated labour markets for unskilled labour, particularly for seasonal migrants between uplands and lowlands (Viazzo 1989) and between differently specialized lowland regions (Epstein 1998c); it seems likely that rural hiring fairs emerged or were developed further to co-ordinate these labour flows (Penn and Dyer 1990). The period also saw the emergence of regional and inter-regional agreements between specialized
master artisans and of journeymen associations, and the establishment of technical entry-tests for masters who were no longer locally trained (Reininghaus 1981; Fourquin 1979: 286; Epstein 1998b); in Germany, territorial lords acted increasingly as mediators between iron miners, and brokered industrial alliances that benefited from economies of scale in production (Sprandel 1969:310).

A well-established and more circuitous though possibly more effective way of lowering tariffs that was extremely popular among towns and large trading companies (such as the Ravensburger Gesellschaft and the Augsburg Walser) was to seek toll exemptions in the communities they traded with most frequently. These agreements differed from standard merchant-company franchises by being restricted to specific communities within a state, rather than being applied indiscriminately to a whole country, possibly because states were increasingly loath to jeopardize valuable taxes but also because patterns of trade and urban hierarchies were becoming more settled and predictable (Bergier 1963:176; Epstein 1992: chapter 3; Kleineke 1997). Of equal importance was the disappearance from use in the course of the fifteenth century of the law of reprisal, whereby governments granted individual creditors the right to seize the goods of a debtor or of the latter’s countrymen. Reprisals, which were seldom effective and were highly damaging to trade, were effectively an admission of political and judicial failure. As legal systems became more established, commercial laws more sophisticated, and state jurisdictions less contested, individual responsibility replaced collective liability.  

While attempts to enforce a single jurisdiction were seldom wholly successful, contemporaries would not have expended so much effort on them if they had not made a substantial difference. Evidence of improvements comes from increased integration in the market for grain, which led to lower prices (see figure 2.2 below) and reduced price volatility (figure 2.1 above) (Unger 1983; Tits-Dieuaide 1975: 255–6; Poehlmann 1993; Epstein 2000). But the most significant benefits of market integration occurred in rates of investment, productivity and technological innovation. The most striking development after the Black Death was the collapse in public and private interest rates. The Black Death caused a major break of trend in interest rates across Europe and inaugurated a long-term, albeit slower, decline in the cost of capital that lasted up to the eighteenth century. Interest rates paid by larger monarchies dropped from 20–30 per cent before the Black Death to 8–10 per cent in the early sixteenth century, and from 15 to 4 per cent in the more advanced Italian, German and Netherlandish cities over the same period; rulers became more reliable, lenders were less vulnerable to expropriation and financial instruments became more sophisticated (figure 2.3).

The decline in the expected rates of return or cost of capital for individuals was equally striking. Rates of return in England declined from 9.5–11 per cent (the prevailing rate between 1150 and 1350) to 7 per cent in the half century after the Black Death and to a mere 4.5 per cent by the late fifteenth century; proportionally similar gains occurred elsewhere in Europe (Clark 1988). By 1450, Europeans were enjoying a huge ‘free lunch’ consisting of a more than doubling in the amount of capital available per person (figure 2.4).
Although the reasons for the decline in interest rates have not attracted much discussion, it appears that several of the factors examined previously contributed to the change and, by mutually reinforcing each other, produced the extraordinary size and rapidity of the gains. These factors were a decline in commercial and institutional risk; increased opportunities for investment as market barriers declined; and an increased range of consumer goods, which raised the individual propensity to save. After the Black Death, investments became safer; opportunities for investment increased; and it became worthwhile to invest because there was more to spend the profits on.
The declining cost of capital made a vital contribution to the most significant long-term effect of market integration, namely more investment and specialization. These effects can best be tracked through changing patterns of urbanization, which reflect both the division of labour between ‘town’ (where the industrial and service sectors were concentrated) and ‘country’ (where the primary sector predominated) and the degree of specialization among towns.

Rates of urbanization generally increased after the Black Death as marketing and distribution systems improved: more people lived in towns because they could be supplied more easily with food, and because more efficient labour markets allowed them to move more quickly to the countryside at harvest time when demand for agricultural labour peaked. However, most gains in urbanization occurred in the less-advanced regions of southern and north-western Italy, and in other formerly backward economies such as Castille, Holland, southern Germany and England. By contrast, after 1350 urbanization in Flanders, Tuscany, Sicily and Catalonia—which had reached peaks of 30 per cent and above before the Black Death—stagnated or declined, perhaps indicating that these regions had attained some kind of structural limit to urban growth (Stabel 1997; Hoppenbrouwers 2000; Sanchez Leon 2000; Scott and Scribner 1996; Bridbury 1962; Epstein 1998a).

The increased proportion of town dwellers was matched by the development of more clearly defined urban hierarchies organized by activity and function within regions or across several regions; England may have been unusually precocious in developing a rudimentary national urban system (Galloway 2000). Although urban hierarchies at the beginning of the sixteenth century appear retrospectively to be strictly regional and ‘medieval’ (de Vries 1984a), they were in fact largely the outcome of the late medieval crisis. They occurred because of changes both to economic and administrative functions.

Figure 2.4 The cost of private capital in Europe, 1200–1600

Sources: Clark (1988:273–4) (figures for England are the average of perpetual rent charges and rent/price ratio on land); Keene and Harding (1987)
Like the development of ‘national’ urban hierarchies in the seventeenth century, the rise of regional hierarchies during the late fourteenth and fifteenth centuries was hastened by political centralization, which weakened traditional urban economic prerogatives, reduced barriers to trade between towns, and concentrated an unprecedented volume of administrative and fiscal resources within newly designated regional and national capitals (Chittolini 1987; Chevalier 1982; de Vries 1984a). Sharper urban hierarchies were also the effect of increased urban competition and larger markets that gave rise to economies of scale and agglomeration, such as the tendency towards concentration of the more specialized cloth industries and the fission of craft guilds into more specialized organizations (Fourquin 1979:282–3; Persson 1988).

Market deepening and widening also intensified Ricardian specialization based on absolute and comparative advantage. A salient instance of this was the development of a pan-European cattle trade after 1400 (Blanchard 1986; Sivéry 1976:604–5), and similar albeit less far-flung trade networks developed for metals (copper, iron, tin and silver), salt and grain (Kellenbenz 1986). Even so, because of pervasive fiscal, monetary and linguistic barriers to trade and factor mobility between states, compared with rising jurisdictional integration within states, domestic specialization was the easier option. Political barriers to trade could be overcome only in part by means of cheap water transport, and maritime regions such as Holland and Sicily were highly unusual examples of strongly export-oriented economies (Blockmans 1993; Epstein 1992). The weaker synchronicity of epidemics across Europe during the fifteenth century compared with the second half of the fourteenth (Del Panta 1980:118) and the considerable discrepancies in the timing of demographic recovery (which range from the 1440s in Italy and Flanders to the 1490s in England and parts of France) support the view that the European economy was becoming increasingly regionalized. Despite the rise of proto-national states in Castile, Burgundy and France, the economic landscape of Renaissance Europe remained obstinately regional: differences between northern Italian territorial states were probably less significant than those between many nominally unified, but in fact economically and institutionally more fragmented, regions in Castile and France.

The strong growth of rural and small-town manufacture, particularly of the linen, wool and fustian industries, after the mid-fourteenth century in Italy, Catalonia, Germany, Flanders, England and France is strikingly similar to seventeenth-century ‘proto-industrialization’. This similarity has been explained as a quasi-Malthusian response to demographic decline leading to higher rural living standards and stronger demand for lower-quality cloth (Hohenberg and Lees 1985). However, changes in supply structures, particularly a weakening of the major institutional obstacles to manufacture outside the great towns, were probably as or more important. Since town crafts and feudal lords—particularly the former—were unwilling to let rural manufacture develop outside their control, rural industry required a loosening of such institutional vetoes to flourish. These preconditions arose during the late middle ages and again in the seventeenth century, when states launched political offensives on traditional urban and feudal monopolies and prerogatives which made it easier to set up new industries. Institutional restrictions applied mainly to the wool and fustian sectors, however, and small towns and villages
found it easier to develop the less-skilled linen and hemp industries which became very popular after the Black Death (Holbach 1994:47–208).

Increased regional trade and labour market integration—particularly the increasingly mobile masters and tramping journeymen—compensated for declining population in accelerating the rate of technological diffusion. Higher rates of investment spurred by rising demand and declining real interest rates stimulated the invention of new products and the refining and diffusion of existing ones. Improvements to consumer goods include the mass diffusion of linen underwear (with unquantifiable benefits for public health) (Heers 1976); the creation of transportable hard cheese (caciocavallo and parmesan) and of maccheroni pasta in Italy (Epstein 1992; Sereni 1981:323–5); the invention of herring and pilchard preservation in north-western Europe (de Vries and van der Woude 1997a; Kowaleski 2000); the transformation of glass into a middle-class commodity (glass panes became a common sight in the homes of the wealthier bourgeois, and the first plantsman’s glass-house made its appearance in the Low Countries during the fifteenth century; see Fourquin 1979:293); and the production of quality wines identified by their place of origin (Melis 1984; Fourquin 1964:89–90). The popularity of linen clothing and thus the abundance of rags also made it feasible to produce higher-quality, more-durable paper, a prerequisite for the diffusion of printing. Other better known inventions and innovations include the compass (Kreutz 1973) and the rediscovery of the astrolabe; the diffusion of double-entry book-keeping, of letters of exchange, and of commercial correspondence as merchants made increasing use of foreign agents rather than travelling themselves; increases in the size and efficiency of traditional furnaces, which turned ceramics from a luxury good into a commodity; the invention of the ‘indirect method’ of smelting, the invention of the blast furnace in the fifteenth century, and the improvements in underground drainage that made possible deep-shaft mining;34 improvements to the water lock for inland navigation (Henning 1991:457); and gunpowder, portable guns and movable cannon.

Social, political and economic upheaval and increased artisan mobility stimulated cross-fertilization between industrial sectors and economic regions to an unusual degree. Examples include the spread of quality glass production from Venice to Bohemia, the diffusion and improvement of the thirteenth-century Saxony spinning wheel, and the transmission from the Mediterranean to northern Europe of the two- and three-masted cog or carrack and caravel—a process that by the late fifteenth century had given rise to ‘the first truly European vessel, ending a major division in the Continent’s maritime technology that had persisted since the early Middle Ages’ (Friel 1995:169; Unger 1980); the ‘cartographic revolution’ that brought together the distinct traditions of portulan charts, ‘imaginary’ world maps, and ‘empirical’ local and regional maps (P.D.A.Harvey 1991); the technical cross-fertilization between metallurgy, goldsmithing and engraving that produced spring-driven clocks and watches and movable type; the increased application of water power for metal-working, for spinning (as in the spinning mill that made the fortunes of Bologna’s silk industry (Poni 1990), and for grinding raw materials like woad and Sicilian sugarcane (Epstein 1992); and the combination of European peasant and urban with Arab dyeing techniques, including the increased use of alum mordant (Ploss 1973:35, 42). Although technical diffusion and cross-fertilization were easier to
achieve in manufacture and trade than in agriculture, there was also a noticeable increase
in the diffusion of agricultural best practice during the fifteenth and early sixteenth
centuries in the Upper and Lower Rhineland and the Low Countries. In most cases
innovation appears to have been instigated by the peasantry (Bentzien 1990: 105–30).
Plants of Islamic origin such as indigo, rice, spinach, sugarcane, artichokes, and probably
eggplant, that had been little more than garden curiosities before the Black Death became
more widely accepted and spread across the western Mediterranean (Watson 1983).

The increased diffusion of practices and ideas in the spheres of production and trade
bears more than a passing resemblance to the accelerated circulation of practices and ideas
in the spheres of ideology and representation that historians call the Renaissance. This is
not the place to address the debate recently revived by cultural and economic historians
on the relationship between the world of ideas and their material context (Goldthwaite
1993; Jardine 1996; Grafton 1997). It is nonetheless significant that historians increasingly
use the metaphors of commerce, circulation and consumption to describe a phenomenon
that had previously been defined in strictly intellectual and idealistic terms. The evidence
we have reviewed suggests that the worlds of production and ideas were facing similar
stimuli and pressures to be open to the new, unusual and unexpected.

4

From late medieval crisis to early modern growth

The late medieval crisis is best understood as an exogenous demographic shock which
triggered a process of institutional ‘creative destruction’ that raised the west European
economy to a higher growth path by aligning incentive structures more closely with the
exploitation of technological potential. Higher disposable income among the lower classes
raised demand for better and more varied food and manufactures; increased state taxation
to fund expansionary warfare may also have raised aggregate demand, although it is
unclear to what extent states were simply appropriating a larger share of the feudal
surplus (Ormrod 1995). But the most significant effect of the demographic shock was
sharply to accelerate the process of political centralization inherent to the feudal-tributary
mode of production. Ultimately, political centralization underlies all the major
institutional changes to market structures previously described. Centralization lowered
domestic transaction costs, intensified economic competition between towns and
strengthened urban hierarchies, weakened urban monopolies over the countryside, and
stimulated labour mobility and technological diffusion. However, centralization and
territorial integration were strongly contested by the more powerful feudal lords and
towns; the extent of territorial integration was therefore determined by the balance of
power between the four major political coalitions: central rulers, feudal lords, and urban
and rural elites. The key to the different economic performances in late medieval and
early modern regions can be found in the political economy of state formation and
markets (above, note 20).

Although maritime trade and the overseas discoveries have often loomed large in
explanations of the late medieval recovery, their effects appear to be on the whole rather
marginal. The European discoveries played virtually no role in bringing the demographic
crisis to an end. With the exception of England, Europe’s demographic recovery mostly dates several decades before the great overseas expansion (the implications of Portuguese explorations of the 1430s were fully understood only several decades later). Indeed, rather than a radical break with an obscurantist medieval world, the maritime discoveries of the 1490s are now seen as very much a continuation of, and building upon, technology and information that had developed between the Mediterranean and the North Sea during the later middle ages. Moreover, against the suggestion that a fifteenth-century ‘bullion famine’ caused ‘appalling direct effects on trade’, the sharp secular decline in interest rates between 1350 and 1500 shows that capital was not in short supply, and implies that American bullion, which began to augment European silver supplies significantly only from the 1530s, was neither necessary nor sufficient to sustain the European recovery.

Similar comments apply to the effects of maritime trade within Europe. Long-distance maritime trade during the demographic crisis contracted relatively to trade overland or by sea within individual regions and began to expand significantly only after populations had begun once again to expand. Foreign trade was hit by endemic warfare (van der Wee and Peters 1970; Munro 1991), which however was a structural rather than accidental feature of the period; it also declined because competition by rural and small-town cloth industries forced established urban industries to specialize in higher value-added products with smaller overseas markets. The relative buoyancy of middle-range shipping between 1350 and 1450 was aided by the development of larger transport ships and of insurance based on value rather than weight, which lowered transport costs for cheap agricultural goods (Unger 1980; Melis 1964). The size of maritime trade was nonetheless minuscule compared with trade overland in this period; in fifteenth- and sixteenth-century Sicily, whose exports of grain, silk, sugar and lesser agricultural products made it one of the most open economies of pre-modern Europe, foreign trade accounted for no more than 15 per cent of GNP (Epstein 1992).

Finally, one may question Braudel and Wallerstein’s opinion that merchant capitalism associated with long-distance trade and urban entrepôts was an independent source of growth. The point can be briefly illustrated with two late medieval examples, Tuscany and Holland. Tuscany before the Black Death was among the most developed economies in Europe, testified by a population density of 60 inhabitants/km², a rate of urbanization of up to 40 per cent, and an industrial, commercial and financial metropolis of over 100,000 inhabitants. Holland by comparison was an under-populated and under-urbanized backwater. A century later, the economy of Tuscany was stagnating and Florence was quickly sliding down the urban ranks, whereas Holland was being transformed into one of the most advanced, urbanized and commercialized economies of Europe (Epstein 1991; Blockmans 1993).

Holland’s main advantage over Tuscany was not its ease of access to the sea. The relative decline during the later middle ages, along with Tuscany, of advanced maritime economies such as Catalonia and Flanders goes to show that easy access to maritime trade and well-established mercantile and industrial communities did not offer a permanent comparative advantage. What allowed late medieval Holland to respond rapidly and imaginatively to the new economic opportunities at the crossroads of the North European overland and maritime trade and fishing industry, was its unusual degree of institutional
flexibility born of weak seigniorial and urban jurisdictional powers. New towns could spring up and rural manufacture could flourish under weak monopolies and an absence of vested interests. In Tuscany, by contrast, where Florence’s conquest of Pisa of 1406 had given it direct access to the sea, the Florentine elites deployed their unrivalled political authority to divert rent streams from their subjects and the region’s economy never recaptured its medieval heights.

This comparison also raises the broader question of what caused pre-modern economies to diverge. The pessimistic answer is that the long-run stability in per capita cereal consumption everywhere in Europe outside England proves that, in fact, economic stagnation was the norm, and that early modern England is the one exception that proves the rule. The pessimists presume that pre-modern European economies outside England were fundamentally similar and imply that historical (political, social and institutional) differences did not make much difference, thus leaving the English ‘exception’ an unexplained mystery (van Zanden, in this volume). The more optimistic line pursued here is that measures of economic growth based strictly on cereal consumption underestimate per caput and GNP growth. First, they do not allow for increased consumer utility caused by better and more diverse food and by declining price volatility, to which the rise of more integrated markets during the later Middle Ages made a major contribution. Second, they ignore the fact that most pre-modern growth occurred in the manufacturing and service sectors rather than in cereal production, even though the precise gains cannot be measured very accurately.

The optimists therefore take evidence of some pre-modern growth to ask why there was not any more. They emphasize regional diversity and consider its causes a puzzle to be explained. While this chapter has dwelt mainly on the common features of the late medieval crisis, it has also indicated how the political economy of the crisis could set regional economies on diverging paths. The answer does not lie, as Brenner has claimed, in whether the peasants or the landlords ended up with full ownership of the land. Peasants were quite capable of raising land and labour productivity if given the opportunity, as was previously shown; on the other hand, landlords were quite happy not to embark on capitalist specialization if the incentives to do so were poor, as pre-modern Italy’s ‘failed transition’ clearly shows (Epstein 1998c). Market structures, not property rights to land, dictated regional growth paths; but market structures were the institutional outcome of complex social, economic and political struggles between sovereigns, feudal lords, cities and rural communities whose outcome was regionally diverse. The balance of power determined the extent to which income was redistributed, domestic transaction costs were reduced, gains from specialization could be claimed, low-cost rural industries were allowed to develop, and the price of urban food supplies could be stabilized. Thus, although inter-regional trade and migration stimulated some regional economic convergence, domestic political and market structures were more important for economic performance in the long term.

1 See especially Grantham (1997). For evidence of high levels of productivity in pre-modern agriculture, see Allen (1992); Overton (1996); Hoffman (1996); de Vries and van der Woude (1997a).

2 It has recently been suggested that yields on English lordly demesnes of the kind assessed by Postan and Titow were lower than on peasant lands (Campbell 1997b: 238, 244–5); Winchester yields were in any case low by contemporary standards (Campbell 1995: 555–7). The lack of a clear trend in demesne yields cannot therefore be extrapolated to trends in output from peasant lands. For the suggestion that peasants were frequently more rather than less innovative than lords, see Langdon (1986); Derville (1987); Bentzien (1990:129–31); Campbell (1997b).

3 Tits-Dieuaidre (1987:534–6) makes the same point for the period after 1400. However, her data do not include any figures prior to the Black Death and have not been detrended; although her general conclusion is thus correct, her estimates of price volatility are inaccurate.

4 This argument does not exclude that in some circumstances, local shortages could lead indirectly to higher rates of mortality, as Postan and Titow (1959) tried to demonstrate by correlating the rising number of jeriots (entry fines to peasant tenures, which they assumed to be triggered on a peasant’s death) with grain prices, particularly during the great famine of 1315–17. However, jeriots were also exacted on distress sales of land, so they are better seen as evidence of a failure in entitlements (B.F. Harvey 1991; Smith 1991).


7 For evidence of peasants migrating to Italian cities during early fourteenth-century supply crises, see Pinto (1995:49–50).

8 Malthus did, of course, also argue that populations could apply preventive checks to maintain a homeostatic balance between population and resources, but most postwar medieval and early modern historians preferred more dramatic hues to their stories. Homeostatic models are notably neutral as to the precise equilibrium point between population and resources that will be maintained. The revisionist argument sketched previously suggests that pre-modern populations left a significant margin between the resources they could theoretically produce with the technology at their disposal, and what they actually required for demographic survival and reproduction. In other words, deliberately or not they remained below their technological ‘ceiling’.

9 See Razi (1980); Herlihy (1982); Leverotti (1989). Smith (1991:60–5) discusses the evidence for the operation of nuptiality and natality, rather than mortality, as the main check on population growth before the Black Death. Although the positive correlation between social status and family size could reflect a lower probability of child survival in poorer families owing to malnutrition, worse heating and lodging conditions, etc., poor peasants could have overcome these disadvantages by increasing their crude birth rate. While evidence of preventive checks among the peasantry is far from conclusive, if we are to take
seriously the claim that they responded in economically rational ways to price signals (see below), we must also assume that they would be aware of the penalties of excess natality.


11 John Langdon (1986:172–253) has shown that English smallholders who faced higher average rents than large peasants substituted horses for oxen more rapidly than large-scale tenant farmers and feudal landlords. Since they needed proportionally more cash than their wealthier neighbours, they engaged more in trading activities in which more costly but faster horse transport was advantageous.

12 The central problem of medieval agriculture was not that methods of raising and maintaining productivity levels were unknown but, rather, that there were insufficient incentives to encourage their adoption outside a few favoured localities’ (Campbell 1995:544).


14 This bias is visible both in Postan’s work (1973) and in Brenner’s insistence (1985) that towns were purely centres for the organization of the long-distance luxury trade and for the consumption of the feudal surplus. Paradoxically, Dobb (1946: chapter 2), with far less empirical evidence at his disposal, took a far more sophisticated position. His intuitions on the role of ‘petty commodity production’ have been developed more recently by Rodney Hilton (1985, 1992), who has had an important influence on the recent revival of interest in small towns, markets and commercialization in medieval England.

15 These conclusions appear to follow in the tracks of recent ‘commercialization’ or neo-Smithian revisionism, which has been particularly active among Anglo-American medievalists. This group of scholars tends to maximize the cumulative impact of commercial change, to suggest that welfare levels were not severely eroded by 1300, and to imply that the early fourteenth-century mortality crises were temporary and reversible setbacks (Bailey 1998). However, the commercialization thesis has two weaknesses. First, the assumption that medieval peasants behaved like modern Kansas farmers glosses over the most interesting part of the story, which is how incentive structures changed over time. Second, a strictly Smithian model of growth is unable to explain why some areas were more commercialized and technologically advanced than others. Significantly, attempts to address these differences within the commercialization framework appeal to exogenous institutional factors such as the extent of seigniorial controls. The recent reformulation of Pirenne’s thesis that growth was driven by urbanization and access to water transport (Grantham 1997) raises the question of what drove urbanization in the first place. There are enough examples of successful towns that did not have direct access to water transport and conversely of coastal areas that did not develop strong commercial emporia to suggest that the simple opportunity for engaging in trade was hardly enough to determine its emergence and success. The commercialization model describes growth but does not explain it.

16 Above, n. 15.

17 The definition of the peasantry as a class producing jointly for subsistence and for the market is preferable to essentially arbitrary definitions based on farm size, tenurial relations, imputed behavioural patterns, etc.

18 The main long-term threats to the feudal mode of surplus extraction lay elsewhere. First, the development of a class of wage labourers that was no longer tied to its means of production undermined feudal coercion because it could credibly threaten to migrate, and forced lords to compete on the market for labour rather than rely on compulsory labour services. Second, state centralization—the transfer of sovereignty over feudal means of coercion from subordinate lords to higher territorial authorities—transformed feudal rights of jurisdiction
which sanctioned the decentralized feudal mode of coercion) into fiscal or property rights over commercial transactions (which sanctioned the state’s jurisdiction over trade). The transformation of decentralized feudal immunities into state-sanctioned and redeemable claims to fiscal rights changed the legal and economic base of the feudal class into a commodity that could be bought and sold to the highest bidder. Financial capital rather than social status became the elites’ new coin of exchange. For the state, the issue whether to sell these income streams to the highest bidder or to get rid of them altogether became increasingly a financial and fiscal rather than a political matter.

19 Capitalism is defined as a system in which the majority of producers work for a wage, which is set competitively through markets, and the owners of capital stock compete on the market for profits based on marginal cost rather than for politically sanctioned redistribution. On this definition, the economy of pre-modern Europe at least up to the seventeenth century was largely feudal-tributary and not capitalist.

20 An institutional interpretation of this kind explains better than technological factors the marked regional and local differences in demographic performance, for the simple fact that the strength and effects of institutional bottlenecks were subject to greater local variation than technology.

21 The economic consequences of late thirteenth- and early fourteenth-century warfare are particularly well studied for England, where however, by contrast with most other European countries, the higher nobility sided with rather than against the monarchy. See Maddicott (1975) (who at pp. 70–5 qualifies the ‘Postan thesis’ along lines sketched here); Prestwich (1972); Harriss (1975); Miller (1975). Mate (1982) suggests that large land-owners could protect themselves more easily against such pressures than smallholders. Bailey (1998) links high price volatility to frequent disruptions to food distribution; see also Zulaica Palacios (1994:81–2); Epstein (1999). On the other hand, the very nature of these disruptions to trade would have tended to keep supply crises rather localized (Berthe 1984:240 for Navarre).

22 Mackay (1977); see also Sesma Muñoz (1995) for economic expansion in southern Aragon.

23 Conflicts over access to land, pastoral rights and scarce water resources also intensified between rural communities; rural banditry may have increased. See Berthe (1984: 258–65).

24 The views of Le Roy Ladurie (1966), who observed no fundamental discontinuity between the economy of 1300 and that of 1550, are in a clear minority.

25 Abel (1935); Dyer (1989). This view contrasts with that for which the shift in factor prices and bargaining power from land to labour after the Black Death led peasants and labourers to decrease their work effort rather than increase consumption of marketed goods (Postan 1973). This hypothesis (which postulates a ‘backward bending supply curve of labour’) also appears to underlie Wallerstein’s argument that the economic crisis could only be ended by opening up new external markets (the ‘discoveries’), and Brenner’s argument that peasants had to be deprived of land ownership to get capitalism on its feet. Evidence for decreased effort in response to rising real wages comes from two sources, namely an increase in the number of religious holidays and complaints by English landlords that wage-earners were unwilling to stay long in a job. Both types of evidence are ambiguous, however, since there is no proof that the increase in enforced religious leisure was demanded by the workers themselves, and the alleged unwillingness to work by English labourers could equally be seen as the refusal to be locked into long term contracts at a time when labour was extremely scarce and sought after (Penn and Dyer 1990).

26 See Watson (1983) for labour intensive Mediterranean crops of Islamic origin.
Cipolla (1963). Kindleberger (1991:167–9) makes the similar point, that political fragmentation and the lack of effective central authority in the Holy Roman Empire exacerbated monetary devaluation during the Kipper und Wipperzeit of 1619–23. The implication that political centralization was making late-medieval states financially more reliable finds support in developments in interest rates discussed below.

This important issue awaits a modern, comparative study. The law of reprisal attracted the interest of nineteenth-century legal historians; see de Mas-Latrie (1866); Astorri (1998) (reprisals were being phased out by Florence in the early fifteenth century); Timbal (1958:137) (reprisals fell out of use in France in the early sixteenth century).

Clark’s data are based on returns from a low-risk investment like land or housing and therefore represent a lower bound. However, the interest-rate premium charged in England for more costly and risky investments like grain storage declined proportionally, from 20 per cent in 1260–1400 (McCloskey and Nash 1984) to 7.23 per cent in London in 1770–1800 (Clark 1988:275–6). This corresponds to a gain of 64 per cent that is virtually identical to the decline in interest rates on land.

Clark’s data are confirmed by the trend in life annuities and perpetual rents in London, which nearly halved from 11 per cent around 1300 to 6 per cent around 1515–30 (Keene and Harding 1987). My thanks to Derek Keene for sharing these figures.

See Grantham (1993a) for a discussion of the constraints on urbanization and labour mobility.

For a fuller theoretical discussion, with references, see Epstein (1992: chapter 3).

For the analogy between late medieval and seventeenth-century developments, see Kellenbenz (1963); Thomson (1983); Epstein (1998c). Overviews of the proto-industrial literature on the early modern period can be found in Ogilvie and Cerman (1996). Note that where urban powers were extensive, feudal jurisdictions could act as protective barriers to urban encroachment and vice versa. For developments in the late medieval cloth industry, see Holbach (1994); Bridbury (1982); Carrère (1976); Epstein (2000).

Sprandel (1969:311–12) estimates that annual iron output increased from 25–30,000 tons in 1400 to 40,000 tons in 1500.

See Spufford (1988: chapter 15) for a summary of the literature (p. 358 for the quotation). Sussman (1998) points out that Europe could not suffer a balance of payments deficit with the Near East (as is well known it did) and bullion shortage simultaneously; in any case, money supply conditions varied significantly between regions, implying that the European bullion market was not integrated.

This was the significance of the debate between Cipolla, Lopez and Miskimin (1964) on the late medieval ‘crisis’. The former were concerned with long-distance trade and were therefore more pessimistic; the latter observed rising shorter range trade and was therefore moderately optimistic.
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The energy basis for early modern growth,
1650–1820
Paolo Malanima

While the evolution of energy consumption in Europe from the nineteenth century is relatively well known, information for preceding centuries is, on the other hand, scarce. There is general agreement among scholars about the main sources exploited then. What is lacking is an attempt to quantify their importance. In the following pages we shall try to provide that measurement and to connect the changes in the European energy system to the population increase from the second half of the seventeenth century onwards.

A relation always exists between energy consumption on the one hand and the movement of population and production on the other (cf. Cipolla 1962). This connection has been repeatedly demonstrated for the nineteenth century, the ‘age of coal’, and the twentieth, the ‘age of oil’. It would be of interest to investigate the same interdependence during the previous change in the European energy system that took place from the second half of the seventeenth century. This was the first of the three long phases of growth in both population and production, which together articulated modern growth: from 1650 to 1820, from 1820 till the end of the century, and then from the end of the nineteenth century onwards. During this first phase—and unlike the second and the third—exploitation of new kinds of fuel was of only marginal importance. Instead the diffusion of new agricultural products and practices was crucial.

In this contribution we first seek to single out the energy resources in pre-industrial Europe and to evaluate their relative importance (sections 1–2). An examination of the relation between energy consumption and population increase from 1650 to 1820 then follows (sections 3–4).

1
Energy sources and energy consumption in the eighteenth century

The reconstruction by Fernand Braudel in Civilisation matérielle, économie et capitalisme (1982–84 Volume 1: chapter 5) may be a good starting point for working out some quantitative estimates of the level of energy consumption in Europe during the eighteenth century.¹ In Braudel’s view sources of power were, in order of importance: draught animals, firewood, water, men, wind. To measure energy consumption, however, we have to replace quantities of power, as presented by Braudel, with the energy consumed by the converters he singled out.² While it is impossible to obtain completely reliable
data, probable magnitudes are not out of our reach. Following Braudel we then only have to substitute:

1. For draught animals, the fodder they consumed (considering animals as machines and fodder as their fuel);
2. For the power of firewood, the quantities of the same actually utilized by men;
3. For water and wind, the work actually done by mills and sails;
4. For the men, the energy they consumed in food.

These four items are economic resources, i.e. resources whose exploitation involves some cost—the non-economic, such as solar light, are not included in our calculations of energy consumption. They are the primary resources, i.e. economic resources not yet transformed from their natural state. Their combination formed the European energy system, i.e. all of the energy sources used in a particular environment, together with the technical knowledge needed for their exploitation: a system made up of coherences and interrelations we seek to uncover here. All other sources derive from these primary ones in any ancien régime economy, as in our developed world every source is a transformation of the main primary sources: oil, coal, natural gas, hydroelectricity, and nuclear power.

Gunpowder has not been included among these pre-industrial sources, just as military uses of energy are not included today. We might consider including manure and other nutrients, such as the nitrogen fixed by leguminous crops. In the calculations presented here these nutrients are excluded as secondary sources. They either result from a transformation of food, as with manure, and are therefore already present in the figures as food calories; or, as with nitrogen from legumes, they are a component of food, and so already included in what animals and men eat.

Quantitative information on these sources is relatively scarce. To define their weight, however, we may turn to many studies of agriculture, technology, and material culture. We try, first, to present some minimum and maximum consumption values and to establish some average figure for this European energy system. Next, it will be possible to distinguish among different geographical areas for which we have information. The goal is to determine how much energy a single person could exploit every day in pre-industrial Europe.

**Draught animals**

The crucial importance of draught animals in the European energy system is well-established. Dry agriculture as in Europe would not have been possible without oxen and horses. Their large numbers distinguishes European agriculture from that of the rest of the world. We know very little about their physical features, their working time and their food. But from what is known of their weight, size and physical effort, we can assume their daily intake of food to vary between 15,000 and 25,000 kcal. So we should take 20,000 kcal as a reasonable average. As to the ratio of draught animals—only draught animals!—to the total European population, Braudel, using data concerning France at the end of the eighteenth century, suggested a figure of 14 million horses and 24 million
oxen; about one draught animal for every four humans. This would mean, with a food intake of 20,000 kcal a day for this biological ‘engine’, about 5,000 kcal per capita. The average figure proposed by Braudel seems to be supported by what we know of the ratio of animals to men. Only rarely in pre-industrial societies could this ratio climb to one animal for every three humans, which would mean a per capita energy consumption of 6,000–6,500 kcal per day. Draught animals were not, however, evenly distributed across Europe. There were relatively more of them in northern Europe. Here, on the other hand, oxen were usually not employed in agriculture, and horses were really the only sources of power. Oxen were used as sources of food and raw materials. Sometimes draught animals could be more numerous in the south than in the north. But in terms of yield, the power actually exploited was higher in the northern regions than in the south, given the greater efficiency of horses as agricultural energy converters: two horses were more powerful than three oxen.

Fuels

In the use of fuels the difference between northern and southern Europe is still wider, mainly as a consequence of the climate. In countries such as Sweden and Finland a daily consumption of more than 8 kg of firewood per capita—only as fuel, industrial uses included—was not unusual. In northern France, Germany, the Netherlands and England it was lower, but still substantial: about 4 kg a day was common. From the end of the sixteenth century firewood was gradually replaced by fossil fuels in England and Holland. In terms of per capita calories, however, fuel consumption remained more or less the same as before until the second half of the eighteenth century, the equivalent of about 4 kg of firewood. In the Mediterranean regions the average consumption of fuel was much lower. In central and southern Italy firewood consumption amounted to around 1 kg, not unlike it is today in some less developed areas of the world. Assuming an average caloric content of 3,500 kcal per kg that is usual for the kinds of wood available on the continent, the European minimum could be 3,500 and the maximum 30,000 kcal per capita per day.

With the exception of coal and peat, water and wind driven machines such as mills and ships were the only non-biological resources in these pre-industrial European economies. They did not depend, as did other sources, on the soil. While they represented a central element of the European pre-industrial energy system, their importance in terms of energy supply was relatively low. We know that in pre-industrial Europe a ratio existed of about one mill powered by either water or wind for every 250 people (Braudel 1982–84 Volume 1; Makkai 1981; Reynolds 1983). More or less every village had its own mill. Assuming an average power at the water-wheel or windwheel of 5 hp and a working time of 8 hours a day, we reach the figure of about 25,000 kcal per day per mill. If we divide this figure by the average number of persons depending on one mill, we can conclude that the mean mechanical energy supplied per head was, all considered, relatively low: 100 kcal per day. Even if we add to this the consumption of wind per capita by means of sails—about 50 kcal per capita per day—and we take into account the highest possible estimates for mills, the conclusion is that the role of water and wind energy was relatively limited:
between 100 and 700 kcal per day per capita. It was low but not negligible, however, if we consider the limited availability of mechanical energy before the steam engine.

**Human energy**

In regard to human energy we are relatively well informed by studies on food consumption in early modern Europe. We know that food intake, the fuel of this ‘organic machine’ that is the human body, was as it is today, usually between 2,000 and 4,000 kcal a day.

Putting together these quantitative elements to establish a minimum and maximum figure we arrive at a range between a little less than 10,000 kcal and more than 40,000 per capita per day (table 3.1). Since the early modern economies were probably closer to the lower margin of this range than to the higher, we can reasonably assume an intermediate consumption of 15–20,000 kcal per capita per day. Thus the annual consumption of Europe’s 150 million inhabitants, around 1750, could be estimated at between 82 and 109 million Toe (at 10 million kcal). To provide a rough idea of what this means, we should keep in mind that nowadays the annual European consumption is about 2.7 billion Toe and that world consumption reaches 11 billion Toe. On average, today’s energy consumption in the world comes to about 50,000 kcal per capita per day; in Europe it is more than 100,000, in the US and Canada more than 200,000.

### Table 3.1 Energy consumption in eighteenth-century Europe (kcal/day/capita)

<table>
<thead>
<tr>
<th></th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel</td>
<td>3,500</td>
<td>30,000</td>
</tr>
<tr>
<td>Fodder for animals</td>
<td>4,000</td>
<td>6,500</td>
</tr>
<tr>
<td>Food for men</td>
<td>2,000</td>
<td>4,000</td>
</tr>
<tr>
<td>Water and wind</td>
<td>100</td>
<td>700</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>9,600</strong></td>
<td><strong>41,200</strong></td>
</tr>
</tbody>
</table>

To narrow the range between the maximum and the minimum and to define the differences in space, we can reconstruct the more specific levels of energy consumption in some European regions between the beginning of the eighteenth century and the middle of the nineteenth. Reliable calculations are possible for the Netherlands, England, France, Sweden together with Finland, and Italy (table 3.2). Only for England is it possible to establish the evolution of energy consumption during the eighteenth century. For the other countries the available information does not allow developments over time to be established. Our data do allow, however, establishment of variations over space. If we rank these European regions according to the relative importance of their energy consumption, the result is sufficiently clear: the highest levels are reached in northern Europe (figure 3.1). From north to south the levels of per capita...
consumption diminish. In an extreme southern region like Sicily, daily energy consumption per capita did not exceed 5,000–10,000 kcal. An ordinary peasant could get the energy he needed from food, from about 0.5 kg of firewood every day, from the services of a mill and, rarely, indeed very rarely, from the use of some animal. In Scandinavia, at the same time, numerous horses allowed the transportation of significant quantities of firewood. This demand for wood was easily met by the high productivity and density of forests. At the same time a rich fodder production supported a relatively high number of animals. Food for human consumption was also more plentiful because of the higher yields of cereals and the widespread breeding, which allowed a richer daily ration—particularly in animal fats. The difference between levels of energy consumption in the far north and the deep south could amount to as much as a factor five.\(^8\)

---

Table 3.2 Energy consumption, 1700–1850 (kcal/day/capita)

<table>
<thead>
<tr>
<th>Country</th>
<th>Fuel</th>
<th>Animal</th>
<th>Men</th>
<th>Water/wind</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>England (1700)</td>
<td>10,580</td>
<td>2,000</td>
<td>2,500</td>
<td>550</td>
<td>15,630</td>
</tr>
<tr>
<td>Netherlands (1700)</td>
<td>12,600</td>
<td>2,500</td>
<td>2,500</td>
<td>200</td>
<td>17,800</td>
</tr>
<tr>
<td>France (1780)</td>
<td>7,300</td>
<td>3,700</td>
<td>2,500</td>
<td>200</td>
<td>13,700</td>
</tr>
<tr>
<td>Sweden/Finland (1800)</td>
<td>28,000</td>
<td>6,100</td>
<td>2,500</td>
<td>100</td>
<td>36,700</td>
</tr>
<tr>
<td>England (1800)</td>
<td>25,600</td>
<td>2,000</td>
<td>2,500</td>
<td>650</td>
<td>30,750</td>
</tr>
<tr>
<td>Italy (1850)</td>
<td>6,140</td>
<td>3,500</td>
<td>2,500</td>
<td>440</td>
<td>12,580</td>
</tr>
</tbody>
</table>

Note. Oxen are not included among the draught animals in England and the Netherlands, because they were rarely used as such in these countries. They are included, on the other hand, for Italy and France. For Sweden and Finland we follow the estimate proposed by Kander (1998), who followed a method similar to the one used here and who has included oxen, but not cows.

Sources: England: Collins (1993); Wrigley (1988); King (1696); Thirsk and Cooper (1972); Hatcher (1993); Mitchell (1975); the Netherlands: de Zeeuw (1978); Unger (1980); van Zanden (1993b); Gerdig (1995); Mitchell (1975); France: Braudel (1982–84, vol. 1); Lavoisier (1988); Sweden and Finland: Kander (1996); Mylllyntaus (1996); Mitchell (1975); Italy: Bardi (1998); Sommario di Statistiche Storiche, 1861–1955, Rome: ISTAT, 1958.

---

Figure 3.1 Energy consumption in Europe, 1700–1850
We know that normally the human body consumes about 16 kWh (or 13,760 kcal) every day. In part this consumption is covered by food, which accounts for 3.5–4 kWh (or 3,000–3,500 kcal). The rest is a free gift from the sun. Where solar radiation is poorer, man must resort to costly sources of energy. Economic activities must then fill the gap between solar radiation and energy needs. We should remind ourselves that solar radiation, in Mediterranean countries during the month of June amounts to 7.5–8 kWh/m² but in northern Europe to a mere 4.5–5.5 kWh/m². An inverse relation thus exists in pre-industrial societies between solar radiation and economic energy consumption. As population density increased in the north, during the late middle ages and early modern times, its inhabitants were forced to resort to an ever more complex energy system. This could be achieved thanks to the higher density of biomass, i.e. of carbohydrates (either edible for men or not) in northern Europe. Therefore the south is not necessarily favoured in comparison with the north, because radiation in southern regions is often accompanied by an aridity of the soil and a scarcity of biomass.

To extract energy from the land always requires more of an effort in the south than in the north. In northern regions the consumption of firewood may be higher, but forests are denser. Moreover, it is easier to breed animals able to carry lumber because, thanks to the wet soils, fodder production is higher than in the south. Heavy soils are harder to cultivate, but because of frequent rains their productivity is higher than southern soils. In northern environments it was even possible to breed larger numbers of oxen, not as sources of energy but as sources of ‘secondary’ food such as milk, cheese, meat, a relatively expensive way of producing energy in comparison with cereal cultivation. The decreased radiation was, so to speak, counterbalanced in the north by the increased biomass thanks to the greater availability of water. The biomass production in the two extremes of Europe’s environments, the temperate forest on the one hand and the Mediterranean bush on the other, underscores the wide difference among the various European habitats (table 3.3). In the south more sun, in the north more biomass. Or to put it in a different way: while in the north the limiting factor in the energy system is solar radiation, in the south it is the volume of the biomass.

Because of this strong influence of climate on energy consumption in the pre-industrial world, today’s connection between the level of exploited energy and income was not so obvious then. In 1820 Sweden had more or less the same per capita income as France and Italy; Finland had about 40 per cent less (Maddison 1995). Nonetheless, energy consumption was widely different. Incomes in the Netherlands and particularly in England were much higher than those in Sweden and notably in Finland, even if Dutch and English
energy consumption was lower. A comparison between energy and income should preferably be executed on the basis of mechanical energy alone, which is more directly connected with the level of the economic activity. However, to disentangle mechanical energy from the rest is far from easy for a pre-industrial energy system. Was food, for instance, not simultaneously a source of heat and of mechanical work?

3

The carrying capacity in 1600

Around 1800 most energy had to be extracted from the soil. It has already been shown that wind and water energy did not account for more than 5 per cent of the total energy budget. The other sources that did not originate directly from the cultivation of the soil were fossil fuels, mainly coal and peat, which were widely used only in England and the Netherlands. Elsewhere in Europe they were almost unknown. Coal consumption across Europe was about 13 million tons, 11 million or 85 per cent in England alone. On the whole this consumption was equivalent to 9.1 million Toe a year. If we add to this the 820,000 Toe of peat consumed in Holland we reach 10 million Toe of fossil fuels for the whole of Europe. Because energy consumption, as we saw, can be estimated at around 100 million Toe, fossil fuels accounted for 10 per cent of total consumption. The rise of fossil fuel was the main innovation of the new energy system under construction in early modern Europe. We could add the other, traditional, non-organic sources of energy, namely water and wind, to reach a proportion of possibly 15 per cent.

All other energy sources came from the soil. In these sources too, however, some innovations occurred. A comparison of the main primary converters around 1600 and around 1800 will make this clear (table 3.4). The table strongly suggests a transition between two different energy systems, from the medieval to the modern. The introduction of fossil fuels was clearly not the only feature of the new energy system. An important change in energy converters was also taking place.

Indeed, if the only innovation had been the introduction of fossil fuels, the possibilities for expansion of the new energy system in the nineteenth century, and thus of the economy as a whole, would have been very limited. The influence of coal on the agricultural world was, in fact, low or non-existent. Even the transformation of heating in mechanical energy with the steam engine, which was the main accomplishment in the use of fossil fuels, would have been of very little importance. Steam tractors never made a serious impact in agriculture. The advance in the use of the fossil energy in the primary sector took place only in the twentieth century. The possibilities, therefore, of increasing production in the secondary sector would in the long run have been extremely limited without an accompanying increase of productivity in the primary sector. The importance of the synergetic effects between agrarian and industrial changes in the first phases of the economic development has been repeatedly stressed.

During the eighteenth century the creation of a new energy system was in progress in the secondary sector, with the passage from traditional fuels to fossil fuels (cf. Wrigley 1988). But at the same time a new energy system was introduced in the primary sector. To simplify: while the first change allowed intensive growth, i.e. more goods per capita,
the second allowed a kind of extensive growth, i.e. increase in population with stable per capita production, which took place simultaneously. Together they created nineteenth-century economic growth, which was extensive and intensive at the same time. To clarify this transition and to assess its importance we have to compare the traditional and the new energy system, leaving aside for the moment water, wind and fossil sources.

The old energy system became established in Europe during the late middle ages, replacing the ancient Mediterranean system. Its novelty was most obvious in two features: the introduction on a large scale of animals, and more specifically in northern Europe of horses; and the relatively wide use of water and wind power. It was the establishment of this new energy system that enabled the medieval economy to grow, both in the Mediterranean and in the north. By the end of the thirteenth century this system had more or less exhausted its potential. With the exception of the introduction of gunpowder, which was on the whole of little direct influence on the economy, only an extensive diffusion of this system took place after the thirteenth century.

In agriculture, in industry and in commerce the energy basis then remained more or less unchanged for three centuries. Even in the energy yield—the ratio between energy output and input—progress was, all things considered, negligible. Changes in agriculture were marginal until the seventeenth century. No new types of cereals were introduced on a large scale until 1600. In mills and ships the efficiency increased, but their role in the European energy budget remained modest. With animals, after the thirteenth century progress was marginal. The diffusion of the fireplace and of the stove added little to the efficiency in the use of fire. As a consequence, the increase in population slowed down during this long period. The plague was an external factor that certainly contributed heavily to this demographic stagnation, but cannot by itself explain it completely (Herlihy 1997). Together with the frequent epidemics, the relative shortage of energy, particularly in the form of biomass edible for men, constituted a restraint on growth. Energy availability was from 1300 to 1600 the limiting factor in Europe’s economic system. Population figures, between the increase from the tenth century to the stabilization after the fourteenth century and until the second half of the seventeenth, were going through

<table>
<thead>
<tr>
<th>Converters (1600)</th>
<th>Converters (1800)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel</td>
<td></td>
</tr>
<tr>
<td>Firewood</td>
<td>Firewood</td>
</tr>
<tr>
<td>Coal</td>
<td>Wheat</td>
</tr>
<tr>
<td>Pear</td>
<td>Potatoes</td>
</tr>
<tr>
<td>Food for men</td>
<td>Maize</td>
</tr>
<tr>
<td>Wheat</td>
<td></td>
</tr>
<tr>
<td>Oats</td>
<td></td>
</tr>
<tr>
<td>Fodder for animals</td>
<td>Forage</td>
</tr>
<tr>
<td>Oats</td>
<td>Leguminous crops</td>
</tr>
<tr>
<td>Forage</td>
<td></td>
</tr>
</tbody>
</table>
exactly the sort of S-shaped logistic curve that scholars of ecology associate with a saturation of the energy supply in a particular habitat (figure 3.2). In relative terms, i.e. by means of a logarithmic ordinate, this logistic curve may better be appreciated than by means of absolute values.

Data on European demography show an increase of about 10 million people, between 1300 and 1600 and only a little more between 1300 and 1700. If we take the uncertainty of late medieval data on population into account and the possible margins of error, this stability appears much more than a simple assumption. To sum up we could say that the ceiling of 100 million inhabitants consistent with the level of the medieval energy system was reached at the end of the thirteenth century, and that for three centuries afterwards no further progress took place.

To clarify the relation between men and energy, let us take the data concerning the three main organic sources of energy then in use (human food, firewood, animal fodder)
and try to evaluate what ecologists call the ‘carrying capacity’ of the habitat, i.e. the possibility of the habitat to support the energy needs of a particular species (table 3.5). This calculation, already difficult for other animal species, is certainly much more difficult for human societies, given their more sophisticated adaptation to the environment. We can, however, identify at least the magnitude of the problem. If we accept the rough value of 15,000 kcal per capita per day, annual consumption should be about 5.5 million. Probably the real consumption was higher than this, rather than lower. All three sources are different forms of carbohydrates. The problem that the energy system has to solve is to arrive at the right combination of three derivatives of carbon that humans have to burn in different ways to survive. Since the three sources of energy all derive from the soil, the problem is really that of the best mode of exploitation compatible with the varying possibilities of different types of soils. How much land did a European inhabitant need, let us say around 1600, to meet his needs for food, for heating, for mechanical power in agriculture, within the limits of the energy system?

As to food we are comparatively well-informed. We know that the two primary sources were cereals—wheat and minor crops—together with drinks, such as wine and beer. These were the main carbohydrates and accordingly the main sources of human energy consumption. To these were added a few breeding products, such as meat, milk, cheese, all sources of proteins and fats. The latter products were, however, of minor importance and, so to speak, were a transformation of animal fodder, in other words a ‘secondary food’. As far as the energy budget goes, they have already been included in fodder, the other energy source, which will be discussed later. The consumption of fish contributed only marginally to the level of protein intake.

Concerning cereals we have much data on both agricultural productivity and wheat consumption. We know less about minor cereals such as barley, rye, oats. European yield-ratios (output per unit of seed) were in the range of 3 to 8, or between 4 and 9 quintals per hectare. Because our information usually concerns the best lands and wheat crops, which had a higher yield than the other cereals, we could assume as a European average, a yield per seed of 5 and per hectare of 6. We know that in northern Europe these levels were often exceeded, while in the south yields were often lower. We also know that the average European consumed between 500 and 800 grams of cereals every day. The figure was probably a little higher in the north than in the south. So annual consumption amounted to about 250–80 kg. If we assume as product per hectare 6 quintals and subtract the 120 kg of seed needed to produce this, the result is that around 1600 to meet his daily consumption requirements a European inhabitant needed between 0.5 and 1 hectare. Therefore we can assume 0.8 hectare per capita. This average diminishes as we move north and increases as we move south. A distinction among several different regions with different levels of productivity would certainly be of great importance. But since we are trying to establish the magnitude in the relation between men and resources, our rough calculation may suffice.

For northern and central Europe we have noted that the daily consumption of firewood was about 4 kg, or 1.5 tons annually (Braudel 1982–84 Volume 1: chapter 2; van der Woude, Hayami, de Vries 1990: introduction; Malanima 1996a: 52–5). Given the average productivity of the forests, the average inhabitant used the product of 0.5–1
hectare to meet his or her needs. Since in southern and especially Mediterranean Europe firewood consumption was about half this quantity, less forest was needed in those areas. But the production of wood was also lower here, because of the lower density of the biomass of southern forests. Therefore we are forced to conclude that in southern Europe too, every individual required the same 0.5 hectare of woodland to meet the needs of firewood. Perhaps this calculation is too low. We know, on the other hand, that in the European pre-industrial economies, as much as in contemporary backward economies, the wide use of agricultural remains, particularly of prunings and threshings, as sources of fuel, would limit to some extent the demand for forest wood.

As concerns draught animals, our information about the land necessary to produce fodder is indecisive. There were, as far as we know, important differences related to the type of animal (horse or ox), their size, their work, and to the variable productivity of the land cultivated for fodder. Again, fodder production per hectare in southern Europe was lower than in the north. But then animals were less numerous in the south as well. Forests were exploited as a source of fodder for animals. In southern Europe the leaves of fruit trees made an important contribution towards the food supply for animals. Straw, a leftover from the harvest, was another important source of nourishment. Oats cultivated on arable land, especially in regions where horses dominated, were another basis for animal breeding. At the same time, necessary as animals may have been to humans as sources of mechanical force, of breeding products and of dung, they were also competing with humans for the products of the soil. Their space was always restricted and sometimes in fact insufficient.

In the eighteenth century it was estimated that a horse or an ox ate about ten times its weight during the year. For an animal of 300 kg this means 3,000 kg (Toutain 1961:143). To meet this consumption a surface of 1.5–2 hectares of natural meadow or fallow land was necessary. We might estimate that the average production of animal energy available per human individual, i.e. the fuel of the animal ‘machine’ available for exploitation, demanded about 0.5–1 hectare of natural meadow. With the introduction of leguminous crops, still almost unknown at the beginning of the seventeenth century (Ambrosoli 1992), the space needed for each animal could be reduced. As with firewood and cereals, northern Europe was able to produce more fodder per unit area and therefore exploit a larger number of animals, while the south produced less fodder and thus had fewer animals available.

If we now calculate the space any European needed in 1600 to meet his or her energy demands, we come to a figure of about 2 hectares. It may have been a little more, if we take into account some unavoidable waste and the presence of animals, such as oxen in the north, and sheep exploited as source of food and not of mechanical energy.

So was Europe’s carrying capacity in 1600, at an estimated 500 million hectares excluding Russia, able to support a population of 90 million inhabitants within the limits of the energy system then operating? Or, given a mean density of 18 inhabitants/km², was this population really making demands that exceeded the capacity of the habitat?

With an average need of 2 hectares per capita the total need amounted to less than 200 million hectares. Even taking into account about 25 per cent of unproductive land (today it is 20 per cent), and allowing for an underestimation of the per capita needs of
productive space, the only possible answer is that the carrying capacity was more than sufficient. Every European was supported by an average of at least 4–4.5 hectares of productive land. So the provisional conclusion we can draw from these calculations is that there was no problem of exceeding carrying capacity.

But averages do not tell the whole story. We know, for instance, that in 1600 in several regions of Europe the demographic density was very low. This was the case especially in Scandinavia and in the east. If we exclude these regions from our calculations, the picture changes significantly. Let us concentrate on the central area of Europe, including Italy, France, Germany, Belgium, the Netherlands, England and Wales. In this central band of the continent, comprising 140 million hectares, population levels reached 55.6 million inhabitants in 1600. The average density was 40 inhabitants/km². From the available information, however uncertain, about soil utilization, we know that 25–30 per cent of the area was unproductive because of mountains, hills, or marshes (table 3.6). Assuming an unproductive share of only 25 per cent, the productive soil drops to 105 million hectares. Even with the modest estimate of two hectares of productive soil per individual to meet everyone’s energy needs, we would need about 110 million hectares. This obviously means that carrying capacity was hardly sufficient, perhaps even insufficient to meet per capita needs in this part of Europe. Only to meet the demand for wheat, a population of 55.6 million required 45 million hectares instead of the 35 which was presumably available in arable. This means that the optimal equilibrium was under severe strain as a consequence of demographic pressures and the accompanying reduction of meadows and woodlands.

We know that in this central area of Europe it became necessary, from the middle of the sixteenth century, to increase imports of cereals, animals and firewood from the less-densely inhabited regions of eastern Europe, Scandinavia and the Middle East. Differences in the distribution of productive factors and demand directed flows of goods from the periphery to the centre. These imports, while they helped meet energy needs in some regions, did not fundamentally alter the relation between men and resources in the core area.

It is probable that the difficulties in meeting energy needs in the central area of the continent became greater still during the second half of the sixteenth century and the first half of the seventeenth because of the decline (even if limited) of the external flow of

---

**Table 3.6 Soil utilization in Italy (1600), France (1600), and England/Wales (1689) (in million ha and %)**

<table>
<thead>
<tr>
<th></th>
<th>Italy</th>
<th>%</th>
<th>France</th>
<th>%</th>
<th>England</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unproductive</td>
<td>8</td>
<td>26</td>
<td>12</td>
<td>27</td>
<td>5.8</td>
<td>30</td>
</tr>
<tr>
<td>Wood and meadow</td>
<td>15</td>
<td>48</td>
<td>22.6</td>
<td>51</td>
<td>8.6</td>
<td>44</td>
</tr>
<tr>
<td>Arable</td>
<td>8</td>
<td>26</td>
<td>2.4</td>
<td>22</td>
<td>5</td>
<td>26</td>
</tr>
<tr>
<td>Total</td>
<td>31</td>
<td>100</td>
<td>44</td>
<td>100</td>
<td>19.4</td>
<td>100</td>
</tr>
</tbody>
</table>

energy from the Sun during this so-called Little Ice Age. The temperature decreased about 0.5–1 degree Celsius on average (Le Roy Ladurie 1967: chapter 4; Pinna 1984:165–83). We also know that a modest decline took place in the level of wheat ratios. The biomass per hectare fit for human consumption was reduced. The equilibrium between energy resources on the one hand and the increasing population on the other was becoming more and more difficult to maintain within the dominant energy system.

In fact, it would have been impossible for the central area of Europe to support a further increase in population without some changes. In 1800, with 83.5 million people, at least 167 million hectares would have been necessary, much more than the total area of this central band of the continent, even if unproductive soils are included. To establish a new equilibrium between energy and humans the carrying capacity had to grow and 1.5 hectares or less had to suffice to support the per capita energy needs, instead of two or more. If before 1 hectare produced on average 2.75 million kcal/year, now the same hectare had to produce more than 4 million.11 Thus, an intensification was necessary in terms of energy per unit of land.

4

A new energy system

Several forms of intensification actually did take place from the second half of the seventeenth century, especially in the central, more densely populated areas of Europe. It was the start of the early phase of modern European economic growth. A new energy system was developing. The elements of this energy system have already been discussed. Their analysis in terms of energy, however, makes it possible to attain a more comprehensive view of their development and of their effects on the economy.

The emergence of the new system was associated with the growth of population during the final decades of the seventeenth century. In part at least this was a result of the disappearance of the plague. Another reason for the population rise undoubtedly lay in the improved equilibrium between people and resources, as a consequence of the demographic decrease or stability in several parts of Europe during the first half of the seventeenth century. The preconditions were in place for a demographic recovery. Europe’s population, without Russia, increased from 90 to 150 million inhabitants between 1600 and 1800, or by 66 per cent. Population density rose from 18 to 30 inhabitants/km². In the central area, between Italy and the Netherlands, the most densely populated of the continent, the increase was about 50 per cent, and the average density reached 60 people/km².

No doubt, population increases constitute a powerful incentive to intensify energy production. An increase in carrying capacity is, however, not an automatic solution to the energy problems.12 The supply of energy, for instance, can remain unchanged, causing living conditions to worsen year after year. A deadlock of stagnation may ultimately be reached, with a low equilibrium between population and resources. This kind of equilibrium is to be sure more frequent than development towards higher levels. Technical possibilities of meeting population increase are not always to hand, as technological evolution is not merely a function of demography but also of many other
elements independent of demand. The trajectories followed in the solution of technical problems, as well as chance, also have a role to play.

In Europe, however, a developmental process was already underway that led to a new energy system that would be able to raise the carrying capacity and allow, in the long run, the establishment of a new and higher equilibrium between population and resources. We shall briefly list the innovations here, quantifying whenever possible their contribution to the energy consumption in Europe. In particular we shall examine that central area of the continent where these innovations had a greater impact. We should remind ourselves again that any attempt to quantify will provide only a rough idea of the direction of the changes in progress. It will nonetheless be useful to establish the magnitude of the process.

An increase of biomass through the extension of arable lands is always the first reaction when a population increases. For any animal species the increase is met at first by the search for new land. New kinds of adaptation to the habitat are tried only when this solution proves impracticable. Accurate quantitative information on this long process is available only for particular regions of eighteenth-century Europe. New soils were cultivated at the expense of forests and, quite often, marshes. Land reclamation advanced in several areas. The impression we get from the dispersed quantitative information concerning Italy, France and some areas of Germany is that the cultivated area increased by about 10 per cent (Caracciolo 1973:544; Toutain 1961; Abel 1966: chapter vii). If it were also possible to calculate the conversion of fallow lands to cultivation, this increase would certainly be higher. If the energy needs of the 83.5 million inhabitants of this core area, with their daily per capita consumption of 15,000 kcal, amounted to about 46 million toe a year, this extensive process could account for 1.5–2 million toe.

This solution was the simplest attempt to meet the increasing needs. Other solutions were more important. When arable land is increasing at the expense of a forest, no increase of biomass is actually achieved. Usually it will lead to a decrease in terms of useful calories. The conversion merely results in a change of the kind of carbohydrates consumed: from firewood to food. By implication, the increase of one resource occurs at the expense of the other. The exploitation of coal and peat could make this conversion less of a problem, limiting the need for firewood. This is to some extent what happened. If the 83.5 million inhabitants of the central area we are examining had to resort solely to woodlands for their fuel consumption, calculated at 21 million toe, they would have needed 44 million hectares of woodland in 1800, or a little less than one-third of the area available to them. Because coal and peat accounted for 10 million toe, it would have been possible to do without some 45 per cent of the forests. But as was shown earlier, only in England and the Netherlands was there significant consumption of fossil fuels. In other areas the forests continued to provide the bulk of fuel supply. Thus the transition to fossil fuels contributed only modestly, and in only a few regions, to savings on the area of woodland that was needed. At the beginning of the nineteenth century forests in Europe covered about one-third of the total area. Everywhere the alarm was raised about their further reduction. Only at the end of the century did woodlands begin to increase again. So in general firewood continued to be the basis of heating and cooking. In a very few
regions new fossil fuels also allowed mechanical energy per capita to increase, preparing the way for the intensive growth which was beginning.

In cereal production major innovations occurred which affected both the yield per hectare of the traditional crops and the diffusion of new crops. The rise of the leguminous crops increased the energy intake in the soil in the form of nitrogen, contributing to an increase in yields. We know that at least in central and northern Europe yields per hectare rose to about 7–7.5 quintals (Chorley 1981). In southern Europe, with the exception of some parts of northern Italy, yields remained lower. With a yield of 6 quintals the 83.5 million inhabitants of the central band of Europe needed about 0.8 hectare per person; with a yield of 7.5 it dropped to 0.65 hectares.

The increased growing of potatoes, maize and, to a lesser extent, rice, was another step towards the reduction of acreage per capita. With these new converters the possibility of capturing carbon, which is the main ‘fuel’ for biological engines, increased considerably. In terms of calories, potatoes and maize yield at least twice as much as the traditional cereals. It is important to note that coal, rice, maize, and potato were already known in Europe for a long time: maize and potato since the sixteenth century, coal and rice even longer. Population increase now promoted their diffusion on a much larger scale than before. From a Darwinian perspective maize and potatoes are mutations. The probability of mutation was now combined with the increasing demand for energy sources, leading to their introduction on a large scale.

How important was the contribution of these new vegetable converters in terms of energy? A cautious calculation of their production in kcal/hectare would suggest a 100 per cent increase compared to the traditional crops. In the first decades of the nineteenth century the new crops were equally distributed in the six countries under examination: potatoes in the north and maize in southern France and northern Italy occupied more or less the same area of more than 2 million hectares each. When rice is included, something like 5 million hectares on the total arables of the core area of about 42 million was planted with the new crops (data in Mitchell 1975). As a result, the arable land used to produce human food decreased from 0.65 to 0.6 hectares per capita. By implication, the productivity of every unit of soil in energy terms increased.

Less land was also needed for the production of fodder. It has been calculated that in eighteenth-century France the transformation of pastures into artificial meadows by means of clover, lucerne and sainfoin enabled an increase of 50 per cent in forage production (Toutain 1961:143). Around 1800 meadows covered about a quarter of France’s total land area. The same progress had been made in the production of oats as in

<table>
<thead>
<tr>
<th></th>
<th>1600</th>
<th>1800</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forest</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>Meadow</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>Field</td>
<td>0.8</td>
<td>0.6</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>2.0</td>
<td>1.5</td>
</tr>
</tbody>
</table>
the production of other cereals: an increase in yield per seed of 1–2 percentage points. So even in the production of carbohydrates for animals the need for land was declining. Although the trend is clear, it is hard to quantify these changes. Estimates provide only a general impression of the direction—not the real values—of the development we have so far tried to describe (table 3.7). All this could be summed up with the conclusion that under the old energy system each individual needed at least 2 hectares of land, while under the new system the figure had dropped on average to at most 1.5 hectares. So, while it is impossible to arrive at definitive figures, we have a fair indication of the direction of the changes in progress across these two centuries (table 3.8). It seems that imports of energy from abroad, particularly in the form of cereals, had the effect of filling the gap in years of famine, rather than supporting the ordinary energy needs. The data on energy in any event suggest that, at least in the decades from 1750 to 1820, growth originating in the transformations within the energy sector was, all things considered, perhaps smaller than the rate of demographic increase. Per capita energy consumption may have diminished.

We know that agricultural prices more than doubled all over Europe from 1740 to the first two decades of the nineteenth century. Firewood prices increased even more. Famines began to reappear everywhere from the 1760s and became particularly devastating during the Napoleonic period. Wages increased very little in nominal terms and lost ground in real terms. Living conditions worsened everywhere. Calorific intake declined. In late medieval and early modern Europe the worsening of

<table>
<thead>
<tr>
<th></th>
<th>1600</th>
<th></th>
<th>1800</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total area (million ha)</td>
<td>140</td>
<td>⇒</td>
<td>140</td>
</tr>
<tr>
<td>Inhabitants (millions)</td>
<td>55.6</td>
<td>⇒</td>
<td>83.5</td>
</tr>
<tr>
<td>Total productive space (million ha)</td>
<td>105</td>
<td>⇒</td>
<td>115</td>
</tr>
<tr>
<td>Space per capita (ha)</td>
<td>&gt;2</td>
<td>⇒</td>
<td>−1.5</td>
</tr>
<tr>
<td>Total necessary space (million ha)</td>
<td>111</td>
<td>⇒</td>
<td>125</td>
</tr>
</tbody>
</table>

Figure 3.3 Energy consumption in Europe (per capita in kcal)
living conditions was often accompanied by a decline in population, as a consequence of epidemics and famines. Demographic crises then re-established the balance between energy sources and people with the reduction of human biomass through a rise in mortality. At the end of the eighteenth century the human biomass decreased in equal measure: not so much through a rising death-toll as because of the decrease in people’s weight and height. Anthropometric studies have recently revealed the effects of worsening economic conditions on stature. As far as we know the average European lost about 5–10 centimetres between the last decades of the eighteenth century and the first two of the nineteenth (Komlos 1996 and 1993). In England, because of the strong growth in the agricultural production in the age of the Agricultural Revolution, and because of the increasing use of coal for heating and industrial activities in the age of the Industrial Revolution, people continued to grow in stature. In England too, however, per capita income increased only slowly: the rate of English per capita GDP growth was one-third of the estimate traditionally accepted (Crafts 1985). There is serious doubt whether European industrialization really began in England at the end of the eighteenth century, or not until after 1820, when GDP per capita rate of increase became stronger and more continuous.

If the data presented here are correct, the change in the energy system may be sufficient entirely to explain the contemporary population increase. The impression is that the new system, which emerged slowly from the second half of the seventeenth century, was able to remove the obstacles towards economic and demographic growth. The first phase of modern economic growth, supported by the new energy system, then ended with the slowdown from the late eighteenth century to the second decade of the nineteenth. A new, and faster phase of growth began only after 1820. This first phase, however, enabled the extensive growth and agricultural advances, without which the establishment of the new energy system still dominant today would not have been possible. Only since the second half of the nineteenth century have the traditional sources of energy lost their role as the main suppliers of energy to fossil fuels, which then became the only primary sources (figure 3.3). 13

Notes

1 I discussed these problems more widely in Malanima (1998, chapter 1), Malanima (1996a) and (1996b). See also Bairoch (1983) and (1985). Bairoch’s results are not very different from those obtained in the following pages, even if with different methods. For a general overview on the problems of energy consumption in the long run, see Caracciolo and Morelli (1996).

2 While power is the capacity for exerting force in a given unit of time, we are interested in the work actually done by the energy employed. Therefore we have to calculate how much energy was really utilized by the sources of power then prevailing.

3 Smil (1994:76 ff). We assume that an average animal (horse or ox) weighing, as in the pre-industrial world, 300–400 kg, and subjected to relatively heavy agrarian labour, consumed about 11 forage units corresponding to 10 kg of dry substance—hay, for instance—every day.
4 Only industrial use as fuel is included; the use in building industry is, however, excluded.
5 See, in particular, van der Woude, Hayami and de Vries (1990: Introduction). I tried to collect information on firewood consumption in several regions of Europe in Malanima (1996a: 53–4). Firewood transformed into charcoal is included in the average estimate.
6 Traditional sources of energy included in both estimates.
7 I use here (but not in table 3.5) a low estimate of 2500 kcal from food to avoid duplications deriving from the energy used by mills, and then already included in flour, and from breeding products, whose energy is in part included in fodder. Cattle were more plentiful in the north, but since oxen were hardly used in agriculture, the number of draught animals was sometimes higher in the south. Energy actually exploited was, however, generally higher in northern regions because of the higher power of horses compared with oxen.
8 For a comparison: in 1993 energy consumption per capita per day was in Italy 77,000 kcal, in Sweden 125,000, and in Finland 131,000.
9 Another distinction between the ancient and medieval energy system was the absence of slaves in the second.
10 Recently, for example, a new estimate was proposed for the Italian population in 1300: 12.5 million inhabitants instead of the traditional figure of 11 (del Panta et al. 1996). If we generalize this increase of 13 per cent to the European population as a whole (Russia excluded), the result for 1300 becomes 91 million, instead of 70. In 1600 European population is estimated at 89 million. So a decrease would have taken place from 1300. Let us remember that the history of the Italian population is better known than that of other European regions, where we have more or less reliable data only from the late middle ages.
11 Naturally considering here an average energy content of firewood, fodder and cereals together.
12 As may be suggested by anti-Malthusian views like those proposed by Boserup (1965).
13 The graph is based, for fossil fuels, on Etemad and Luciani (1991). See also Malanima (1996a: 126) for the importance of traditional energies in Europe during the nineteenth and twentieth centuries.
During the last thirty years, a fundamental shift has occurred in our views of the early modern economy. This shift hinges on the interpretation of the Industrial Revolution. Economic historians of the 1950s and 1960s stated that it was the single most radical break in the economic history of western Europe, the dividing line between a stagnant agrarian economy, dominated by Malthusian forces, and a dynamic industrial society, driven by the unbound Prometheus. The pessimistic work of German and French historians writing in the tradition of Wilhelm Abel— with their emphasis on the decline of real wages and the increase in poverty in Europe between c. 1500 and c. 1800—underwrote his interpretation of the Industrial Revolution as the great divide (Abel 1935). Leroy Ladurie’s *histoire immobile* (1977) is the most consistent interpretation of this stagnationist view. He described the French economy between c. 1320 and 1700 as characterized by a permanent production ceiling, which it was unable to break through until the middle of the eighteenth century.

In the 1970s and 1980s this picture of the Industrial Revolution, and of the stagnant economy that supposedly preceded it, came under attack from several sides. Attempts to quantify the growth of output and productivity in Great Britain and France in the eighteenth and nineteenth centuries indicated a gradual acceleration of industrial growth, not a clear-cut ‘revolution’. Especially the work of N.F.R. Crafts (1985), who revised Deane and Cole’s estimates of British economic growth, had an enormous impact on the interpretation of the Industrial Revolution. Recent attempts to test Alexander Gerschenkron’s hypothesis concerning the patterns in the development of the Industrial Revolution in Europe have also reinforced this new interpretation: discontinuity (the ‘big spurt’) is not the typical pattern of industrialization in the various European countries (Sylla and Toniolo 1991).

Moreover, economic historians of the early modern period began to point out that in almost every respect the industrialization of the late eighteenth and early nineteenth centuries was preceded—and made possible—by structural changes that took place during preceding centuries. The development of urbanization and international trade networks (de Vries 1984a), of agricultural productivity, protoindustry (Mendels 1972), of national patterns of specialization (Kussmaul 1990) and labour markets (Lucassen 1987 and 1991), all testify to the fact that this was a very dynamic period, when the basis was laid for the industrialization of western Europe after c. 1780. This ‘revolution of the early modernists’, as Jan de Vries called it, has resulted in a much more optimistic
interpretation of economic growth during the centuries before the Industrial Revolution, of which the work of Gunnar Persson is perhaps the best example. In his book on ‘pre-industrial economic growth’ Persson (1988) states that growth had been more or less normal to the European economy at least since the late middle ages. He was also probably the first explicitly to criticize the stagnationists of the 1950s and 1960s.

In this chapter the various interpretations of economic growth prior to Kuznets’ concept of ‘modern economic growth’ are tested against new evidence of long-term economic development in this period. Various approaches are used to try and find out how much growth there was in Europe between 1500 and 1800. First, the evidence on changes in the size and composition of Europe’s population will be reviewed. Second, recent estimates of the growth of gross domestic product (GDP) in six European countries will be compared, which will result in an estimate—albeit highly tentative—of the development of per capita GDP in Europe in this period. Finally, available data on the long-term evolution of a number of sectors are discussed, which seem to confirm the evidence from the country studies. In almost all of these studies it is stressed, and should be stressed again here, that it is very difficult to quantify economic growth in this period, due to a lack of reliable sources and of basic studies in this field. All the estimates are very tentative and may be revised in the future. However, one way to check the findings of the various studies is to compare them with one another and with (qualitative) data of the historical pattern of international differences in economic development. The more improbable results can thus be eliminated, as I hope to show.

In undertaking this exercise, I try to respond to the call by Fernand Braudel, who in his stimulating Afterthoughts on Material Civilization and Capitalism (1977: 116–17), has set the task for historians ‘to chart the growth of the early modern economy by means of “modern methods of national accounting”’. As Braudel suggested, one of the aims of such an enterprise is ‘to grasp…the reasons for the change in growth rates that appeared simultaneously with mechanisation’.

1 Population growth and urbanization

Some of the most reliable (and certainly some of the most widely used) data on the long-term development of the European economy concern the size of the population and the urbanization ratio. The value of these two indicators for the measurement of economic change is obvious. The growth of population over the long term indicates an increase in the number of people who need to make a living, and is as such an early indication of an increase in economic ‘prosperity’—although, of course, population growth can be accompanied by a fall in income per head under certain particular circumstances. Urbanization, moreover, points to an expansion of urban-based employment in the industrial and service sectors. Obviously, this relationship is not always entirely straightforward: rural population growth can be caused by the expansion of proto-industry, which means that the structural transformation of the economy could in theory be accompanied by a fall in the urbanization ratio. Especially in the eighteenth century, when non-agrarian employment in the countryside became increasingly important, the
relation between urbanization and economic development became more complex. But broadly speaking, and certainly before 1700, population growth and a rise in the urbanization ratio indicate expansion in the early modern period, while a drop in the population and a fall in the urbanization ratio are signs of economic decline.

The broad outlines of demographic development in Europe are well known: strong growth during the sixteenth century, followed by a demographic depression in most European countries beginning in the first half of the seventeenth century (around 1620 or 1650) and ending in the first half of the eighteenth century, after which there is renewed expansion throughout the second half of the eighteenth century.

Thanks to the work of Jan de Vries (1984a) on European urbanization between 1500 and 1800, reliable estimates are now available for the size of the population and for the urbanization ratio in Europe at this time. In table 4.1 the following data are set out: the growth of total population (1500=100); the development of the urbanization ratio (defined as the proportion of the population which lived in towns of 10,000 inhabitants and more); and a ‘development index’, in which both indicators (population and urbanization ratio) are weighted into a single figure. In the calculation of this index it is assumed that a growth of 4 points in the urbanization ratio (e.g. from 6 to 10 per cent) is of equal importance as a doubling of the total population. The justification for this somewhat arbitrary weight is that, calculated in this way, the increase in the urbanization ratio in Europe between 1500 and 1800 has about the same effect on the development index as the doubling of the European population which occurred in the same period. Different ‘weights’ do not, in fact, give a fundamentally different picture because there is quite a good correlation between increases in the population and rises in the proportion which lived in towns. It should also be emphasized, incidentally, that the development index, with 1500 as a base, does not measure regional differences in levels of development (these are perhaps best approached via variations in the urbanization ratio) but merely suggests how a given country has developed since 1500. Figures of total population reveal a doubling of the population of Europe as a whole (table 4.1). Growth was especially high on the margins, in thinly populated regions such as Scandinavia, the British Isles, Portugal and Switzerland. Of the more heavily populated regions, with relatively high degrees of urbanization, only the Netherlands grew significantly faster than the European average. Southern Europe—Italy, Spain, France—clearly lagged behind the rest of the continent in this era, which was also true for thinly populated Poland. Belgium, Austria and Germany, on the other hand, display more or less average levels of population growth.

The shift that took place in the pattern of urbanization is now well known, thanks to studies by de Vries (1984a), Hohenberg and Lees (1985), and Reher (1990). The urban centres of southern Europe declined in importance during the seventeenth century. At the same time, there was a marked growth in the urbanization ratio in the Northern Netherlands and in England, followed in the eighteenth century by major urbanization in Scotland. The urban centre of gravity of Europe thus shifted from northern Italy in particular, to the areas around the North Sea. In the rest of Europe the urban population rose significantly, but the urbanization ratio remained at a relatively low level in Scandinavia, Poland, Germany, France and Austria (table 4.1).
The development index clearly brings out this pattern of diverging trends among the various regions of Europe. On the one hand, we can distinguish a region of growth around the North Sea. England and Wales stand out most clearly in this process. They developed considerably faster than the European average throughout the entire period 1500–1800, although until 1700 their overall development was still exceeded by the rising population and urbanization ratio in the Netherlands. In the eighteenth century, Scotland (with its significant urbanization) and Ireland (with a strong growth in population) were also remarkably dynamic. Belgium, on the other hand, traditionally the industrial and commercial centre of north-western Europe, lagged behind, largely because of the decline in the urbanization ratio in the sixteenth century, the result of the Spanish reconquest after 1580. Finally, Scandinavia also exhibited a higher than average development, due to the solid growth of the population in this still almost empty region. The Scandinavian urbanization ratio, however, remained far below the European average.

In contrast to the dynamism of the area around the North Sea, the countries of southern Europe show a clear and protracted stagnation. In the sixteenth century the increase in the development index for Italy and Spain still exceeded the European average. Portugal even briefly topped the list in 1600, thanks to the ferocious growth of Lisbon. But the seventeenth century was dramatic for these countries: the development index for Spain and Italy declined (as did that of Poland), largely due to a decline in their urban populations. Portugal too saw its urban population fall markedly over the long term after 1600.

Table 4.1 Population, level of urbanization and ‘development index’, 1500–1800

<table>
<thead>
<tr>
<th>Region</th>
<th>1500</th>
<th>1600</th>
<th>1700</th>
<th>1800</th>
<th>1500</th>
<th>1600</th>
<th>1700</th>
<th>1800</th>
<th>1500</th>
<th>1600</th>
<th>1700</th>
<th>1800</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scandinavia</td>
<td>100</td>
<td>147</td>
<td>193</td>
<td>333</td>
<td>0.9</td>
<td>1.4</td>
<td>4.0</td>
<td>4.6</td>
<td>100</td>
<td>160</td>
<td>272</td>
<td>426</td>
</tr>
<tr>
<td>England + Wales</td>
<td>100</td>
<td>169</td>
<td>208</td>
<td>354</td>
<td>3.1</td>
<td>5.8</td>
<td>13.3</td>
<td>20.3</td>
<td>100</td>
<td>237</td>
<td>463</td>
<td>784</td>
</tr>
<tr>
<td>Scotland</td>
<td>100</td>
<td>125</td>
<td>125</td>
<td>200</td>
<td>1.6</td>
<td>3.0</td>
<td>5.3</td>
<td>17.3</td>
<td>100</td>
<td>160</td>
<td>218</td>
<td>593</td>
</tr>
<tr>
<td>Ireland</td>
<td>100</td>
<td>140</td>
<td>280</td>
<td>530</td>
<td>0</td>
<td>0</td>
<td>3.4</td>
<td>7.0</td>
<td>100</td>
<td>140</td>
<td>365</td>
<td>705</td>
</tr>
<tr>
<td>Netherlands</td>
<td>100</td>
<td>158</td>
<td>200</td>
<td>221</td>
<td>15.8</td>
<td>24.3</td>
<td>33.6</td>
<td>28.8</td>
<td>100</td>
<td>371</td>
<td>645</td>
<td>546</td>
</tr>
<tr>
<td>Belgium</td>
<td>100</td>
<td>114</td>
<td>143</td>
<td>207</td>
<td>21.1</td>
<td>18.8</td>
<td>23.9</td>
<td>18.9</td>
<td>100</td>
<td>57</td>
<td>213</td>
<td>152</td>
</tr>
<tr>
<td>Germany</td>
<td>100</td>
<td>133</td>
<td>125</td>
<td>204</td>
<td>3.2</td>
<td>4.1</td>
<td>4.8</td>
<td>5.5</td>
<td>100</td>
<td>156</td>
<td>165</td>
<td>262</td>
</tr>
<tr>
<td>France</td>
<td>100</td>
<td>116</td>
<td>116</td>
<td>165</td>
<td>4.2</td>
<td>5.9</td>
<td>9.2</td>
<td>8.8</td>
<td>100</td>
<td>159</td>
<td>241</td>
<td>280</td>
</tr>
<tr>
<td>Switzerland</td>
<td>100</td>
<td>154</td>
<td>185</td>
<td>262</td>
<td>1.5</td>
<td>2.5</td>
<td>3.3</td>
<td>3.7</td>
<td>100</td>
<td>179</td>
<td>230</td>
<td>317</td>
</tr>
<tr>
<td>Italy</td>
<td>100</td>
<td>125</td>
<td>127</td>
<td>170</td>
<td>12.4</td>
<td>15.1</td>
<td>13.2</td>
<td>14.6</td>
<td>100</td>
<td>193</td>
<td>147</td>
<td>225</td>
</tr>
<tr>
<td>Spain</td>
<td>100</td>
<td>119</td>
<td>110</td>
<td>154</td>
<td>6.1</td>
<td>11.4</td>
<td>9.0</td>
<td>11.1</td>
<td>100</td>
<td>252</td>
<td>183</td>
<td>279</td>
</tr>
<tr>
<td>Portugal</td>
<td>100</td>
<td>110</td>
<td>200</td>
<td>290</td>
<td>3.0</td>
<td>14.1</td>
<td>11.5</td>
<td>8.7</td>
<td>100</td>
<td>388</td>
<td>413</td>
<td>432</td>
</tr>
<tr>
<td>Austria</td>
<td>100</td>
<td>123</td>
<td>131</td>
<td>226</td>
<td>1.7</td>
<td>2.1</td>
<td>3.9</td>
<td>5.2</td>
<td>100</td>
<td>133</td>
<td>186</td>
<td>314</td>
</tr>
<tr>
<td>Poland</td>
<td>100</td>
<td>136</td>
<td>112</td>
<td>172</td>
<td>0</td>
<td>0.4</td>
<td>0.5</td>
<td>2.5</td>
<td>100</td>
<td>146</td>
<td>125</td>
<td>235</td>
</tr>
<tr>
<td>Europe</td>
<td>100</td>
<td>127</td>
<td>132</td>
<td>199</td>
<td>5.6</td>
<td>7.6</td>
<td>9.2</td>
<td>10.0</td>
<td>100</td>
<td>177</td>
<td>222</td>
<td>309</td>
</tr>
</tbody>
</table>

* See text
Source: Calculated from de Vries (1984a: 30, 36), as explained in the text.
Between the two extremes of stagnation in southern and eastern Europe and the dynamism in the North Sea zone, we find several countries that developed more or less in line with the European average: Switzerland, Germany, France and Austria. In this central area we find modest urbanization and a moderate growth in the population.

This pattern, which can be derived from relatively reliable data on the size and composition of the population, will recur in various places in this chapter. Almost always it will turn out to be England that displays the most consistent and impressive growth, while the Netherlands, whose rise in the sixteenth and seventeenth centuries was perhaps even more impressive, fell into relative decline in the eighteenth century. With almost the same regularity, the relative stagnation in southern and eastern Europe will be evident.
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The development of GDP: country-by-country estimates

Economists and economic historians who analyse long-term processes of economic growth and development almost always make use of estimates of the development of GDP per capita, derived from National Accounts. A large number of studies is now available dealing with the growth of GDP in nineteenth- and twentieth-century Europe. Though most sets of data for the nineteenth century, and especially for the period before 1850, contain substantial margins of error, they nonetheless allow a relatively accurate picture of long-term economic growth. Thanks to the pioneering work of Angus Maddison (1994: 194–200) we are now able to estimate international differences in GDP per capita throughout Europe at the start of the nineteenth century. The results of this comparison confirm that the UK had the highest GDP per capita but also shows that international differences in GDP per capita seem in general to have been rather small. Economies as diverse as Sweden, Italy, Germany, Denmark, Austria, Belgium and Spain had almost identical levels of GDP per capita (at about 60–75 per cent of the UK level) and the gap between the richest and the poorest country—the UK and Russia—is a mere 60 per cent (as a percentage of the UK level) (see also the final column of table 4.3).

The Maddison estimates for 1820 have been used here as the starting point for an inquiry into economic growth in the period before 1800. The relative levels of GDP per capita in 1820 are used to render comparable a number of recent attempts to quantify economic growth between 1500 and 1800. These studies have continued the work begun by Deane and Cole (1962), who already produced estimates of the economic growth of Great Britain in the eighteenth century. In France, Toutain and Marczewski have come up with several, albeit highly controversial, estimates of production in the eighteenth century. The debate which they have provoked has generally led to a downward adjustment of Marczewski’s very high growth figures, but no consensus on the pace of economic growth in eighteenth century France has yet emerged. For this reason I have refrained from including French estimates in the analysis which follows.

Recent research got underway with the publications of Graeme Snooks (1990, 1992, and 1993) on estimated national income in England, based on data from Domesday Book (1086). Snooks ingeniously fills out the data from this venerable source, which gives detailed information on ‘demesne income’, with estimates of income from outside the
'demesne' sector, such as that generated by towns. Snooks provides some fairly conservative figures; he assumes, for example, that the consumption of farmers was on a subsistence level. Snooks then combines his estimates of total income and income per head in 1086 with Crafts’ revision of Deane and Cole’s estimates for 1688 and onwards, and finally makes several (unspecified) estimates for the intervening period. The result is a set of estimates of economic growth between 1086 and 1688 which are astonishingly high: an average growth rate of 0.29 per cent/capita per year over a period of 600 years, leading, according to Snooks, to a quadrupling of real income per head over the whole period. In some of the component periods—especially in the first half of the sixteenth century—he even finds annual growth rates higher than 1.5 per cent/head. These results mean that growth between 1086 and 1688 were almost equal to those of the eighteenth century (1688–1760:0.31 per cent/capita per year); the pace of growth in the first half of the sixteenth century would only just be matched by that between 1830 and 1870.

Snooks’ optimistic results have met with a great deal of scepticism. There is an almost general objection to his 1086 level, which is probably underestimated, and to the fact that he does not clearly explain how he has apportioned the overall growth between 1086 and 1688 to the various centuries. Neither is it clear how he solves the problem of price changes between 1086 and 1688, and here too there is insufficient explanation of the method he has used in his calculations.

In a recent paper Mark Overton and Bruce Campbell (1997) have produced estimates of the performance of English agriculture in the period 1086–1871 that allow a reassessment of Snooks’ estimates. Starting from data on population, food consumption, yields, imports and exports of agricultural products and the development of arable acreage from a large number of different sources, Overton and Campbell were able to construct detailed series of estimates of the total output of grain and potatoes in England across no less than eight centuries. The resulting estimates of the development of output per head of the agricultural population show a long-term stagnation in labour productivity between 1086 and 1600—with some significant swings—followed by a strong increase in labour productivity between 1600 and 1800 (table 4.2). These estimates can be used to make some crude assumptions about the development of GDP. Two scenarios have been constructed:

1. An optimistic scenario: the increase in labour productivity in the rest of the economy was twice the rate of growth of labour productivity in agriculture;
2. A pessimistic scenario: the growth of labour productivity in the rest of the economy was the same as in agriculture.

In order to calculate one series of GDP from both series of the development of labour productivity in the two sectors (agriculture and the rest of the economy), we need to infer certain weights. Two sets of weights were found: for 1700, when the share of agriculture was 37 per cent, and for 1800 when it had declined to 26 per cent (Crafts 1985:16–17). In the pessimistic scenario both weights give, of course, exactly the same increase in GDP per capita. This implies that the decline in labour productivity in agriculture in the sixteenth century ‘automatically’ results in a (slight) fall in GDP per
capita. That, however, seems unlikely, because the sixteenth century was a period of rapid growth of industrial production and international services, but it is not immediately obvious how the series can be adjusted for this anomaly.

The comparison between the two scenarios and the Snooks’ estimates immediately makes it very likely that the latter must have overestimated growth (table 4.2). Therefore, I shall make no further use of his figures in this study. A comparison between the two sets of weights shows that the further back in time one chooses a set of weights, the lower the measured growth rate will be (the famous Gerschenkron effect—see Crafts 1985:18–26). More surprising, perhaps, is the fact that Crafts’ estimates, which have become the consensus view, may seriously underestimate growth in the eighteenth century. In order to arrive at the Crafts series, we would have to assume that the increase in labour productivity in the rest of the economy (i.e. industry and services) was actually slower than in agriculture. However, because productivity growth in agriculture in the eighteenth century was very rapid indeed, and the estimates of the growth of total output of agriculture between 1700 and 1800 of Overton/Campbell and Crafts are almost the same (75 and 70 per cent respectively), I have retained the Crafts series for this period.

The bottom line of the table shows the preferred series of estimates. For the eighteenth century this series is based on Crafts’ figures. For the period before 1700 I have opted for the average between the pessimistic and the optimistic scenario with the 1700 weights.

Several recent studies on economic growth in various European countries have employed the traditional methods of estimating the long-term development of production and income. As part of the ongoing debate on the development of the Dutch economy in the seventeenth and eighteenth centuries, I myself have attempted to outline the shape of economic growth in the Dutch province of Holland for the period 1500–1800. In a number of studies, serial data on production in the most important sectors of industry, agriculture and the services were used (van Zanden 1992 and 1987). But it has to be acknowledged that it was proved especially difficult to quantify the ‘growth spurt’ in the

<table>
<thead>
<tr>
<th></th>
<th>1086</th>
<th>1300</th>
<th>1380</th>
<th>1520*</th>
<th>1600</th>
<th>1700</th>
<th>1800</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labour productivity per head of agricultural population</td>
<td>43</td>
<td>41</td>
<td>45</td>
<td>41–5</td>
<td>39</td>
<td>64</td>
<td>100</td>
</tr>
<tr>
<td>GDP per capita</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimistic scenario:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weights 1700</td>
<td>31</td>
<td>29</td>
<td>32</td>
<td>28–32</td>
<td>27</td>
<td>46</td>
<td>100</td>
</tr>
<tr>
<td>Weights 1800</td>
<td>23</td>
<td>22</td>
<td>24</td>
<td>21–5</td>
<td>21</td>
<td>41</td>
<td>100</td>
</tr>
<tr>
<td>Pessimistic scenario:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All weights</td>
<td>47</td>
<td>45</td>
<td>49</td>
<td>45–50</td>
<td>43</td>
<td>64</td>
<td>100</td>
</tr>
<tr>
<td>Crafts</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>76</td>
<td>100</td>
</tr>
<tr>
<td>Snooks</td>
<td>13</td>
<td>20</td>
<td>54</td>
<td>76</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preferred</td>
<td>50–4</td>
<td>48</td>
<td>76</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Interpolated.

period 1580–1650, because it was accompanied by the rise of all sorts of new branches of trade for which we have insufficient quantitative material available. Therefore my estimates for the period before 1650 leave room for doubt.

Jan Blomme, Erik Buyst and Herman Van der Wee (1994) have produced a similar study of the provinces of Brabant and Flanders in the period 1500–1800, in which they restrict themselves to estimates of the production of commodities; their contribution thus neglects the vitally important commercial sector. Paolo Malanima (1994) has carried out comparable research on northern and central Italy in the period 1400–1800, in which he processed data on the development of nominal and real wages alongside contemporary estimates of income and production. In a recent extension of this research he has added estimates for GDP per capita during the first half of the fifteenth century. Finally, Bartholome Yun (1994b) has combined existing estimates of the absolute level of production and consumption in Castile with estimates of their development over the period 1580–1800, using for his calculations an impressive array of statistical data. Yun arrives at two sets of estimates, which are included in table 4.3, as minimum and maximum values.

The ultimate aim of comparing the growth of GDP in these countries is to arrive at an impression, if nothing more, of the development of the European economy as a whole. However, the question is then whether these five countries are properly representative of Europe. On the one hand, the more dynamic countries seem to be over-represented, as both England and the Netherlands are in the sample. But on the other hand, the stagnating regions of southern Europe (northern Italy and Castile) are also included. France and

\[Table 4.3\] Estimates of the development of GDP per capita in six European countries, 1500–1800 (UK in 1820–100)

<table>
<thead>
<tr>
<th></th>
<th>1380/1450</th>
<th>c. 1500</th>
<th>c. 1570</th>
<th>c. 1650</th>
<th>c. 1700</th>
<th>c. 1750</th>
<th>1820</th>
</tr>
</thead>
<tbody>
<tr>
<td>UK</td>
<td>46</td>
<td>45–9*</td>
<td>45*</td>
<td>54*</td>
<td>68</td>
<td>81</td>
<td>100</td>
</tr>
<tr>
<td>Netherlands</td>
<td>–</td>
<td>60(64)</td>
<td>60(64)</td>
<td>98</td>
<td>97</td>
<td>95</td>
<td>89</td>
</tr>
<tr>
<td>Belgium</td>
<td>–</td>
<td>55(49)</td>
<td>65(57)</td>
<td>63</td>
<td>66</td>
<td>72</td>
<td>74</td>
</tr>
<tr>
<td>Italy</td>
<td>89</td>
<td>75–6*</td>
<td>62–6</td>
<td>71</td>
<td>71</td>
<td>62–6</td>
<td>62</td>
</tr>
<tr>
<td>Spain</td>
<td>–</td>
<td>55–61</td>
<td>49–62</td>
<td>50–6*</td>
<td>51–3</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td></td>
<td>57–60</td>
<td>55–8</td>
<td>63–7</td>
<td>65–7</td>
<td>66–7</td>
<td>72</td>
</tr>
<tr>
<td>average</td>
<td>–</td>
<td>0.17**</td>
<td>0.14</td>
<td>0.25</td>
<td>0.25</td>
<td>0.29</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Bracketed figures are original estimates of Blomme, Buyst and Van der Wee (1994), and van Zanden (1993b).

*Interpolated

**Without Spain

central Europe are, however, totally absent. To compensate for this, we used the results of research by Topolski and Wyczanski (1982:132–3) on the development of agricultural production in Poland between 1500 and 1800. They estimate that per capita output in Polish agriculture fell by around 33 per cent between 1570 and 1800. In order to convert their detailed figures into estimates of GDP per capita, the following assumptions were made:

1. GDP per capita in Poland in 1820 occupied a middle position between that of Russia and that of Czechoslovakia (and stood at 54 per cent below the British level);
2. Levels of agricultural production are taken from Topolski and Wyczanski (1982);
3. Population figures are from de Vries (1984a: 36), whose estimates in fact run parallel with those used by Topolski and Wyczanski;
4. Estimates of the development of non-agricultural production per capita are based on the evolution of the urbanization ratio according to de Vries (1984a: 30);
5. Finally, it is reckoned that the share of industry and services in GDP in 1800–20 was at least 20 per cent and at most 33 per cent; this produces two estimates of the development of GDP per capita which are both included in table 4.3.

One problem with this comparison is that five of the relevant studies relate only to a part of the country involved. Yun studied the Kingdom of Castile, which in 1800 made up about 70 per cent of the population of Spain. Overton and Campbell restricted their research to England, which in 1800 represented about 50 per cent of the population of the UK. Malamina discussed central and northern Italy (Lombardy, Tuscany, Liguria and Piedmont) which together included about 60 per cent of the Italian population. The region of Flanders and Brabant studied by Blomme, Buyst and Van der Wee (1994) likewise represents about 60 per cent of the Belgian population (in 1800). Finally the share of the total Dutch population represented by Holland, the province studied by the present author, grew from about 30 per cent in 1500 to 40 per cent between 1620 and 1800; its share of Dutch GDP was probably much higher—perhaps as much as 50 per cent in 1800.

With the possible exception of Yun, all these authors have focused on the more developed parts of their respective countries. For the Netherlands and Italy in particular, it may be assumed that productivity and income per capita in these regions were higher than the national average. But because this bias occurs in five of the studies (Poland is the exception) and because it is impossible to determine the magnitude of the bias, no attempt has been made to correct differences between the countries. In other words, the 1820 'benchmark' levels, which relate to whole countries, have been combined with the estimates of the development of GDP per capita in five regions (plus Poland), without allowing for the fact that these regions probably had a somewhat higher GDP per capita than the countries they represent.

Table 4.3 sets out the results of the comparison of the development of GDP per capita in the six countries/regions. One may well ask, though, what are we to make of these figures? The table invites two possible interpretations, which I shall call 'minimum' and 'maximum'. According to the 'minimum' interpretation, the estimates are a reflection of
the view held by experts on the long-term development of the countries concerned. In the case of Spain—where recent years have seen a great deal of innovative quantitative research on the early modern economy—this view seems sound. In the cases of Italy and Poland too, the view that long-term stagnation was involved accords with a communis opinio. However, for the three countries around the North Sea, where the issue is the measurement of the degree of economic growth since the sixteenth century, the situation is not so clear: there neither is nor was an accepted view of the degree to which GDP per capita rose in these countries. However, it does seem to be widely accepted that it did increase significantly, especially in England and the Netherlands.

According to the ‘maximum’ interpretation, these estimates give a convincing picture of the long-term growth of the various countries. In view of the quality of the source material used, my opinion is that such an interpretation is only acceptable in the case of Spain. Of all the work presented here, only the Spanish research (for the sixteenth and eighteenth centuries) is based on a large quantity of statistical source material which is reliably processed and actually permits no other conclusions than those which Yun has drawn from them. However, according to both Malamina and Yun, the close correspondence between the results of Italy and Spain should increase our confidence in the Italian results as well. The Spanish and Italian estimates can then be used to calibrate those of the other countries.

Northern Italy was undoubtedly the most prosperous part of Europe in the sixteenth century, while Spain, more agricultural and less urbanized, probably had an income per head below that of Belgium (Flanders/Brabant) and the Netherlands in 1570. The long-term development of the Belgian economy between 1570 and 1820 seems to fit the picture of Spain and Italy. Nonetheless, these Belgian figures display some anomalies. A comparison of the Blomme, Buyst and Van der Wee figures for Belgium with those constructed for Holland, suggest that GDP per capita in sixteenth-century Holland was already much higher than in Flanders and Brabant. This is very unlikely: only after 1580 did the centre of economic activity shift from the Southern Netherlands (i.e. Antwerp) to Holland (i.e. Amsterdam). All the available evidence suggests that before 1580 the Southern Netherlands were (with Italy) the most developed and the wealthiest part of Europe. This anomaly can be explained as follows. In my view, by concentrating on commodity production, Blomme, Buyst and Van der Wee underestimate the decline in GDP after 1580 that resulted from the shift of international trade and banking to Amsterdam. In view of this, their estimates of the development of GDP should be adjusted to take into account the sharp decline of (international) services after 1580. Next, the Holland figures have been re-estimated to bring them into line with the figures for Belgium and Italy, taking into account the fact that growth rates for the period before 1650 were probably under-estimated in my original study. These corrections in fact have no influence on the final outcome—the estimates of the development of GDP per capita in Europe—because they largely cancel each other out. However, they do serve as a reminder that margins of uncertainty have constantly to be borne in mind.

The Polish figures raise no problems: they are consistently well below the European average and around 1570 still lie below the Spanish figure, as would be expected. Poland’s economic decline in the seventeenth century cannot have been much greater than
these figures suggest, however, because Polish GDP per capita in 1570 would then come above that of Spain. Only the estimate of GDP before 1570 seems to be on the high side.

Finally, the new estimates for England based on the Overton and Campbell study of agricultural productivity fit into the general picture of European economic growth much better than Snooks’ figures. According to Snooks’ series, England was considerably poorer than Poland at the beginning of the sixteenth century (its GDP per capita was only about a third of the Polish level), which seems very unlikely. Once again we have to conclude that the Snooks series overstates growth. Perhaps my new series of estimates gives an overly favourable picture of growth in the seventeenth century—it seems rather unlikely that GDP per head in England in 1650 was only about half the Dutch level. The ratio between the two countries in 1700 is consistent with the contemporary estimates made by Gregory King, as well as with the results of other research (de Vries 1984b: 153–60). I therefore suggest that English growth in the seventeenth century is probably overestimated (and under-estimated in the sixteenth century).

The results of this comparison can now briefly be summarized. Long-term stagnation is revealed on the periphery, i.e. Italy, Spain and Poland. Between 1500 and 1750 GDP per capita in these countries first fell, while later on a mild recovery set in, at least in Spain and Poland. Only in Spain, however, was GDP per capita possibly somewhat higher in 1820 than in 1570. Compared with the stagnation of southern and eastern Europe, the countries bordering the North Sea show relatively gradual (Belgium) or rapid (England) growth in the early modern period. These estimates suggest roughly a doubling of GDP per capita in England between 1520 and 1820. My calculations for Holland imply a more modest rise of only about 50 per cent for the same period; the increase in Belgium was probably smaller still.

The general picture which emerges from these data can again be looked at in two ways. It is clear that, in the long run, population growth was more than compensated for by the increase in production. In ‘Europe’, i.e. the average of these six countries, production per capita between c. 1500 and c. 1820 increased by an average of some 25 per cent. Almost 10 per cent occurred after 1750. Overall, the population in these six countries increased by 91 per cent between 1500 and 1800 (see table 4.1). To judge by these data, the Malthusian pessimists, who saw a growing tension arising between population and resources, were therefore wrong. The growth of population was clearly matched by a somewhat larger increase in output. However, the optimists’ claims are only partly confirmed: economic growth, in the sense of growth in per capita production, was not normal in western Europe. Rather, it should be considered an exception to the rule, certainly before 1700. In Holland there was just one ‘growth spurt’ in a period of three hundred years, and this was probably also the case in Belgium. Moreover, growth in Holland was partly achieved at the expense of Flanders and Brabant, where the economy declined simultaneously with the rise of Holland. On balance, growth was very modest indeed in these six countries, taken as a whole: on average GDP per capita increased by a mere 25 per cent over a period of three centuries and this growth was mainly due to the inclusion of the most dynamic parts of Europe (England and Holland) in our sample.

Another conclusion is that overall differences in the level of economic activity within Europe were small. The gap between the richest regions (Flanders and northern Italy) and
the poorest (England or Poland) in about 1570 was at most 30 per cent of the level of the richest and probably even smaller than that. Differences did increase sharply during the seventeenth century as a result of the rise of Holland and the decline of Poland and Spain, but this was compensated to some extent by the rise of England and the decline of northern Italy and Flanders relative to the ‘European average’. In the second half of the eighteenth century international disparities seem to reduce slightly, due to the increase in GDP in Poland and Spain (and to stagnation in Holland). In 1820 the distribution around the mean was even smaller than in 1700 or 1750, although at that time England was certainly running increasingly ahead of the continental countries.

3 GDP estimates: a sectoral approach

Two recent studies, the paper on English agriculture by Overton and Campbell (1997) and the book by Hoffman (1996:134–6) on growth in the French countryside, arrive at identical conclusions concerning the development of agricultural output per capita in the early modern period. Although Hoffman (1996:36) stresses the possibilities for growth in a ‘traditional society’, he finds that overall output increased by about the same rate as population (which is similar to the results of the ‘pessimist’ studies by Goy and Le Roy Ladurie). Overton and Campbell (1997) arrived at the same conclusion: between 1300 and 1800 food supply per capita remained basically the same and the increase in labour productivity in agriculture was largely the result of the growth of non-agrarian employment and demand. This is in complete accordance with the hypothesis developed by Wrigley (1987) about the long-term stability in food consumption between 1500 and 1800 in both countries. This hypothesis is also accepted by de Vries and van der Woude in their study of the Dutch economy between 1500 and 1815. Finally, in his study of pre-industrial Germany, Henning (1974) also assumed that per capita output of food remained basically constant in this period.

These studies all suggest that in the core region around the North Sea the growth of agricultural output was probably as rapid as the increase in population numbers. In the rest of Europe this may also have been the case. However, there are some signs that the consumption of agricultural ‘luxury’ products—especially of meat—declined in per capita terms in large parts of Europe. Abel has already analysed this process as the result of the general fall in living standards in large parts of Europe between the ‘golden age of the craftsman’ (fifteenth century) and the ‘crisis of mass poverty’ at the end of the eighteenth century (Abel 1935:226–42). Perhaps in certain parts of Europe per capita demand for foodstuffs even declined. Summing up, it seems that the output of the agricultural sector between 1500 and 1800 at best kept pace with population growth.

In industry and international trade, the growth of production was much more rapid. This can be demonstrated by looking at some estimates of the growth of two dynamic sectors: international trade and iron production.

To map the development of international trade, it is best to turn to data on the size of the merchant fleet. Romano has published what are probably fair estimates of the size of the European merchant fleet in 1780, which can serve as the starting point for our
purposes. The total European fleet in 1780 amounted to around 3,372,000 tons; over a third was British, with France a good second and Holland in third place.

There are hardly any figures for the beginning of the period, on the other hand. It is significant that the Venetian merchant fleet in the fifteenth and sixteenth centuries is estimated at between 15,000 and 20,000 tons (Lane 1966:5–20). With this fleet, which is very small indeed by eighteenth-century standards, Venice dominated international trade in the Mediterranean. The Dutch merchant fleet, which similarly dominated the trade of north-western Europe around 1500, has been estimated at 40,000 tons (van Zanden 1987:587). Vogel’s (1915) estimate of 60,000 tons for c. 1470, seems to be on the high side, but it must be borne in mind that the economy of Holland went through a deep depression between 1470 and 1500, which may have caused the size of the fleet to shrink. Vogel thinks that around 1470 the Hanseatic towns of Germany may also have had a fleet of 60,000 tons. The first estimate of the size of the English fleet dates from 1582, and totalled 33,000 tons (Wilson 1977:129). In view of the rapid growth in international trade in the England of Elizabeth I it is likely that the figure for 1500 would have been significantly lower. If we add to these figures rough estimates for France, Portugal and Spain, we can very tentatively reckon the total European merchant fleet around 1500 at between 200,000 and 250,000 tons.

For c. 1600 Braudel quotes a figure of from 600,000 to 700,000 tons. According to Vogel (1915), who is probably the original source for this estimate, this would include an estimated 60,000 tons for England, more than 200,000 for Holland, around 100,000 tons for Germany and 80,000 tons for France. The remaining 200,000 tons would thus be distributed between Italy, Spain, Portugal and Scandinavia, which is not implausible. We have similar information for the years around 1670. At that time the four great seafaring nations combined would have had over 700,000 tons cargo space at their disposal: over 400,000 tons for Holland, 126,000 for England, 104,000 for Germany, and in France, where estimates vary, between 80,000 and 150,000 tons. If we assume that the proportion of the total fleet represented by these four was about the same as it was nearly two hundred years later (1780), then the total European fleet in around 1670 can be estimated at between 1 and 1.1 million tons.

The estimates from these various sources are set out in table 4.4. The figures clearly reveal the impressive growth of the merchant fleet. During the sixteenth century the size of the fleet doubled per head of population, and did so again in the eighteenth century (1670–1780). During the intervening ‘crisis’ of the seventeenth century growth was less spectacular, but it was still positive, due to the strong growth of the Dutch fleet. At the same time the regional pattern changed profoundly: the southern European share declined steadily, as did that of the Hanseatic towns. In the sixteenth and seventeenth centuries it was Holland that profited most from the growth in international trade. Contemporaries were of the opinion that the Dutch merchant fleet around 1670 was larger than that of the rest of Europe put together (though this is not entirely confirmed by our estimates; see Wallerstein 1980:46). In the century after 1670 England and France in particular gained ground, while the Scandinavian fleet also expanded substantially. A striking illustration of the expansion after 1670 is that the Dutch share of the fleet fell from 40 to 12 per cent, while the absolute size of their fleet remained virtually the same. A comparable process of
stagnation with absolute levels remaining more or less constant had taken place in Venice and Genoa in the sixteenth century. The size of the Venetian fleet even increased over the long term (from around 20,000 tons in 1450 to 60,000 tons in 1780), but while it had dominated the Mediterranean around 1450 it was of only modest significance around 1780.

There are various estimates of the long-term development of the European iron industry, but they are not in complete agreement. Goodman and Honeyman’s estimates (1988:172), largely based on the work of Pounds and Parker (1957:27), show a slow growth during the seventeenth century and a doubling of production in the eighteenth century. This would suggest that, on balance, production per head increased by almost 40 per cent (table 4.5, column 1). Sprangel’s (1969) estimates for c. 1500 and c. 1750 indicate a much stronger degree of growth, in fact a four-fold increase (table 4.5, column 2). It is not possible to compare these figures directly (this would lead to an extremely steep increase in production per head in the sixteenth century: see table 4.5, column 3), but both studies do indicate that production per head must have risen substantially over the long term. Between 1500 and 1790 it probably more than doubled, perhaps even trebled.

The growth in iron production was concentrated in a few specific regions. In England there was a rapid expansion of the industry in the sixteenth century, followed by a period of more gradual growth. In Sweden the expansion took place in the seventeenth century, under the influence of Dutch merchants who effected a major modernization of the Swedish iron industry using technical expertise developed in Liège (Nijman 1991:231). The pace of growth increased throughout Europe in the eighteenth century; probably only Spain experienced a fall in iron production during this period (Pounds and Parker 1957:24). Important innovations in the British iron industry, where coal became the main fuel, were responsible for an enormous growth in iron production in that country. But in France too, and to a lesser extent in Germany where these innovations were barely

---

**Table 4.4** Estimates of the growth of the European merchant fleet, c. 1500–1780 (in thousand tons)

<table>
<thead>
<tr>
<th>Year</th>
<th>Total fleet (thousand tons)</th>
<th>Tonnage per thousand inhabitants</th>
</tr>
</thead>
<tbody>
<tr>
<td>c. 1500</td>
<td>200–250</td>
<td>3.2–4.0</td>
</tr>
<tr>
<td>c. 1600</td>
<td>600–700</td>
<td>7.7–9.0</td>
</tr>
<tr>
<td>c. 1670</td>
<td>1,000–1,100</td>
<td>12.8–14.1</td>
</tr>
<tr>
<td>1780</td>
<td>3,372</td>
<td>30.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year</th>
<th>Regional/national share (per cent)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Southern Europe</td>
</tr>
<tr>
<td>c. 1500</td>
<td>40?</td>
</tr>
<tr>
<td>c. 1600</td>
<td>25?</td>
</tr>
<tr>
<td>c. 1670</td>
<td>20?</td>
</tr>
<tr>
<td>1780</td>
<td>15</td>
</tr>
</tbody>
</table>

Sources: Romano (1962) and the text.
applied, production increased very rapidly. In the eighteenth century France was actually
the largest iron producer, although production per head remained below that of England
and Sweden.

It is far from obvious that the growth of the iron industry is typical of European
industry as a whole. Unfortunately, however, it is impossible to find the necessary data
for other branches of industry, where production may have increased even more sharply
These would largely have been relatively new industries, such as printing, paper making,
sugar refining, the tobacco industry, the silk industry, the cotton industry, diamond
cutting, and the distilling of gin. The supply of industrial products at the end of the
eighteenth century was much richer than at the beginning of the sixteenth century, due to
the rise of all sorts of new industries which swelled the market with new products—from
coffee, tobacco and sugar to carriages, musical instruments and wigs. At the same time, ship-
building and other maritime industries—from anchor smiths to rope makers—must have
profited from the huge growth of the international merchant fleet.

Dramatic growth was also evident in the mining of coal, driven by the increasing
scarcity of wood as a fuel and by the growing demand for energy. Estimates of the output
of British mines reveal a spectacular rise from 210,000 tons in 1551–60, almost 3 million
tons in 1681–90, to more than 10 million tons in 1781–90—an increase by a factor of 49
in 230 years (Wilson 1977:124). Similarly, in the mining region of Liège total output
increased from about 25,000 tons in 1510 to more than 500,000 tons in 1812 (Unger
1984:237). On the Continent the growth of the coal mining industry was generally less
spectacular than in Great Britain, but it was nonetheless very significant. However in
most cases coal replaced a declining supply of wood, which makes it difficult to interpret
this trend as a clear sign of economic growth (Wilkinson 1973; also Malanima in this
volume).

In contrast to these growth sectors—the new industries, those linked to the
commercial sector and those linked to the British Industrial Revolution (coal and iron)—

---

Table 4.5 Estimates of the development of production in the iron industry of Western Europe, 1500–1790 (in thousand tonnes)

<table>
<thead>
<tr>
<th></th>
<th>Total Goodman and Honeyman</th>
<th>Total Sprangel</th>
<th>Total kg per capita</th>
<th>Great Britain</th>
<th>Sweden</th>
<th>France</th>
<th>Germany</th>
</tr>
</thead>
<tbody>
<tr>
<td>c. 1500</td>
<td>–</td>
<td>40</td>
<td>0.65</td>
<td>1</td>
<td>5</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>c. 1600</td>
<td>125</td>
<td>–</td>
<td>1.6</td>
<td>17</td>
<td>7*</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>c. 1700</td>
<td>165</td>
<td>–</td>
<td>2.0</td>
<td>24</td>
<td>28*</td>
<td>25</td>
<td>30</td>
</tr>
<tr>
<td>1740–50</td>
<td>–</td>
<td>145–80</td>
<td>1.5–1.9</td>
<td>27</td>
<td>40*</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1790</td>
<td>335</td>
<td>–</td>
<td>2.2</td>
<td>80</td>
<td>50</td>
<td>140</td>
<td>50</td>
</tr>
</tbody>
</table>

*Based on data of exports of iron.
there were of course the more ‘traditional’ sectors, which experienced a much less rapid expansion. In the seventeenth and eighteenth centuries beer brewing was a declining industry almost everywhere in western Europe, as a result of the rise of alternative beverages such as coffee, tea and gin. In Belgium the estimated annual beer consumption per capita declined from 156 litres in 1610–15 to 108 litres in 1760–65 (Blomme, Buyst and Van der Wee 1994:20). According to Richard Yntema (1992: 128), the decline was even more dramatic in Holland; from 301 litres per capita in 1622 to 38 litres in 1795! The meat industry must also have lost much of its significance, due to the fall in the consumption of meat. It seems, however, that the list of industries in decline is much shorter than the list of expanding ones. Perhaps the iron industry, with more than a doubling of production per head between 1500 and 1750, is after all typical of industry as a whole during this period, but this cannot be more than an educated guess.

In short, agricultural production per head remained at best stable, whereas production in industry and in international trade increased markedly. To judge by the development of the merchant fleet and that of iron production, there was at least a doubling, perhaps as much as a trebling, of non-agricultural production per capita, but both industries were probably more dynamic than the rest of the non-agricultural sector. If we assume that around 1800 between 40 and (at most) 50 per cent of European GDP consisted of non-agrarian production (e.g. Henning 1974:20) the increase in non-agricultural output would have meant a rise in GDP per capita of 15–35 per cent between 1500 and 1800. Using more pessimistic weights would give even smaller estimates of the increase of GDP per capita. This result is very much in agreement with that of the country-by-country estimates.

4
The character of early modern economic growth

Economic growth was not a normal condition in Europe between 1500 and 1800. On the contrary, stagnation seems to have been the norm. The dynamism of England, of Holland in the seventeenth century, and of Belgium in the sixteenth century (and perhaps again in the eighteenth century), were to a large extent the exceptions that prove the rule. Given the doubling of the population of Europe in this period, the estimates of growth presented here imply an increase in GDP of 130–160 per cent and an annual growth rate from 0.27–0.31 per cent with an average annual population increase of 0.23 per cent. Per capita growth over the very long term (1500–1800) must therefore have been in the order of 0.04–0.08 per cent annually.

However, such general European growth figures are misleading because they hide substantial regional differences in economic development. Large areas of Europe (such as the southern and eastern parts) were characterized in this era by long-term stagnation, i.e. by the absence of any growth at all. The estimates in table 4.3 suggest that Poland and Italy were poorer at the start of the nineteenth century than they had been in the sixteenth century, and that growth in Spain was so slight as to be almost negligible. Only the countries surrounding the North Sea—England, the Netherlands, Belgium and perhaps northern France and the west of Germany—experienced a rise in per capita income. Even in these countries, however, economic growth was not ‘normal’. In Holland per capita GDP
increased markedly only between 1580 and 1650, after which a process of stagnation set in that lasted for more than 150 years. Moreover, even this ‘growth spurt’ of the Dutch Golden Age was achieved in part at the expense of the economy of the Southern Netherlands, which suffered a decline during the same decades.

Within this general pattern, the great exception was England. Every century saw an increase in the English population, in England’s urbanization ratio and, with the possible exception of the sixteenth century, in English GDP per capita. This continuing expansion emerges with equal clarity from data on the growth of the merchant fleet and of iron production (which was largely concentrated in England). There can be no doubt whatsoever that the English economy grew at an exceptional rate precisely in the centuries leading up to 1800. Ironically, English growth in the two centuries after 1800 has not been so unique. It is remarkable that the country which has provided the model for the classical ‘Industrial Revolution’—the decisive break between a stagnating agrarian society and a dynamic industrial economy—was in fact characterized by an impressive dynamism in the centuries preceding this ‘revolution’. From the figures presented here, it would appear that the ‘Industrial Revolution’ of the second half of the eighteenth century was no ‘accident’ as Crafts (1977) would have us believe, but the almost predictable continuation of the exceptionally dynamic development of the British economy in the sixteenth, seventeenth and the first half of the eighteenth centuries.

Characteristically, economic growth during the early modern period was regionally concentrated and closely linked to centres of merchant capitalism. The expansion of Venice, Florence and Genoa during the middle ages had raised the economy of northern Italy to a higher level, but when these cities lost their position as hubs of international trade, economic development stagnated. A similar curve runs through the economy of Flanders in the middle ages, under the impulse of the three cities of Bruges, Ghent and Ypres. The rise of Antwerp in the late fifteenth and sixteenth centuries dynamically transformed the economy of Brabant, but the decline of the city after 1566 ushered in the relative decline of the whole area. The trajectory of the Dutch ‘Golden Age’ is in many respects similar, and the fact that London was the engine of British economic growth before the industrial revolution is well established (Wrigley 1978). In each of these examples, economic growth was closely related to the fact that the specific city and region either managed to acquire a central position in the international trading network, or was able by virtue of significant innovations to build up its own export industries.

The somewhat pessimistic conclusions of this paper are to a large extent based on estimates of the development of GDP per capita. Labour productivity, which is probably a superior index of economic performance, may have developed differently. It is highly probable that labour supply increased much faster than the population. E. Scholliers has analysed the increase in working hours in parts of Belgium in the early modern period, and he concluded that they increased from less than 2,800 hours in the sixteenth century to perhaps as much as 3,500 to 4,000 hours in the middle of the nineteenth century (Scholliers 1983:11–18). Kjaergaard (1994:151) arrived at an identical conclusion in his analysis of the development of labour input in Denmark between 1500 and 1800: ‘on a rough average, working hours increased by about 50 per cent during the three centuries’. According to Kjaergaard the average working day was extended by three to four hours
and the working week by one or two days. Although the exact magnitude of the increase in labour input is unknown, there is a consensus that working hours of male workers increased and that labour inputs by females and children went up as well. Why this happened is still far from certain. Jan de Vries (1994) sees it as part of an ‘industrious revolution’ in which households increasingly switched resources (i.e. labour) to market activities in response to the growing attractiveness of buying goods in the market. A more pessimistic view may explain the same phenomenon as the result of the decline in real wages that occurred in the same period, in much the same way as the general increase in real income since the mid-nineteenth century has led to a shortening of the working week (van Zanden 1999). But if we accept that per capita labour input increased by perhaps a quarter or more, this means that labour productivity (i.e. GDP per hour worked) will not have increased at all in Europe between 1500 and 1800.

Once again, this result underlines the pessimistic conclusions of this study: in Europe as a whole economic growth between 1500 and 1800 was very sluggish and it probably did not result in an increase in labour productivity. This attempt at quantification of economic growth before the Industrial Revolution therefore also makes it clear how ‘revolutionary’ were the economic changes that first occurred in England in the second half of the eighteenth century and were taken over on the European continent after 1815.

Notes

1. This is apparent, for example, in the decreasing level of urbanization in France and Belgium during this period.
2. Older figures of GDP per capita in 1830, produced by Bairoch (1976), give an almost identical picture of international differences in the level of economic development.
3. For a brief review of these estimates, see Riley and McCusker (1983:290–3).
5. Personal communication from P. Malanima.
6. Thanks to this exercise in international comparison, it now seems likely that in previous publications (van Zanden 1992) I over-estimated the level of GDP in Holland in the period 1500–90 by at least 10–20%.
7. Although they postulate a small increase in per capita demand for agricultural products, the result of increased demand for inputs from the industrial sector: see de Vries and van der Woude (1997a:232–4).
8. All estimates and figures refer exclusively to large merchant ships; vessels used in the fishing industry, on inland waters, and in small scale coastal traffic (such as the British collier trade) are left out of the estimates as far as possible.
Pre-industrial economic growth and the transition to an industrial economy

Edwin Horlings

It is generally believed that in the course of the eighteenth and nineteenth centuries the economies of Western Europe crossed the threshold to the modern age. In its most extreme interpretation the Industrial Revolution was a transition from an economically stagnant and institutionally rigid agrarian society to a dynamic and rapidly progressing industrial economy (e.g. Rostow 1961:4–9). There is, however, growing appreciation of the achievements of the early modern economy. In Britain the continuous revision of macroeconomic measurements has resulted in an increasingly gradualist pattern of development to the point of eliminating the traditional notion of revolutionary change at the level of the entire economy.1 O’Brien (1996) has re-introduced the longue durée in order to explain the difference between French and British industrialization. The debate on Dutch modernization has shifted from the nineteenth century to the Golden Age of the seventeenth century. In the ‘traditional’ interpretation the Netherlands did not industrialize until well into the second half of the nineteenth century, while the preceding period was allegedly characterized by long-term stagnation (van Zanden 1989). The latest view—put forward by de Vries and van der Woude (1997a)—contends that the Netherlands was a modern economy as early as the Golden Age. This would reduce or at least change the significance of nineteenth-century industrialization.

Macroeconomic estimates, however, do suggest that there was a remarkable difference in the speed and composition of economic growth before and after about 1800–50. In the early modern period growth and structural change were minimal, whereas for most countries in Europe and North America the nineteenth century was an age of industrial growth and relative agricultural decline, of demographic transition and rapid urbanization, of huge technological advances, and a steady rise in the standard of living. In other words, the Industrial Revolution still appears to have been a very real historical event.

Yet there is no consensus on either the nature or the causes of the Industrial Revolution. The further back in time the analysis is extended and the more branches and types of activity are included, the more muddled the issues seem to become (see Mokyr 1985b). The basic problem is that we have no generally accepted definition that captures the scale and scope of the economic changes associated with industrialization. Conversely, the nature of pre-industrial growth is equally uncertain. What were the defining characteristics of economic growth before the Industrial Revolution? And how did the transition to a modern economy come about?
The essence of growth

The Industrial Revolution is considered the dividing line between two different types of economy: one industrial or modern, the other pre-industrial or premodern. They are usually distinguished by examining growth rates, with stagnation or slow growth before industrialization and rapid growth thereafter. However, the difference should be defined by the way in which growth was achieved, rather than by growth itself. Time is the essential variable in assessing economic performance. Short-term changes in income or output qualify as mere fluctuations, but significant achievements are made when real per capita income remains stable or actually increases over a long period of time. An economy is most successful when both population and per capita income show sustained growth. The key to understanding the nature of growth consequently lies in the relationship between population and resources.

The tension between population (the desired level of output) and resources (the means of production) has been central to every growth theory since the classical economists. A plain yet invaluable formulation was provided by Malthus and Ricardo who both concentrated on the relation between land and labour. Malthus argued that the population would grow so long as wages were above subsistence level. However, because the amount of land was fixed, population growth would raise the number of workers per unit of land, average labour productivity would fall in response to diminishing returns to labour, and real wages would decline as a consequence. As soon as wages dropped below the level of subsistence, the population would begin to decrease. Ricardo allowed for the expansion of agricultural acreage. Rising population pressure would force the cultivation of previously unused land. However, this new land was of lower quality so the expansion of acreage reduced average productivity.

Neither Malthus nor Ricardo took into account the possibility of gains in productivity. Both assumed a constant level of technology. Productivity did feature prominently in the work of Adam Smith, the founding father of laissez-faire economics. The production process could be made more efficient through capital formation as well as the economies of scale inherent in the division of labour. This was, however, dependent on the extent of the market, which is why Smith propagated economic liberalization. Nonetheless, he too assumed that growth was limited by the amount of food an economy could produce (A. Smith 1986).

If productivity growth is not continuous, diminishing returns to labour and capital will erode the economic surplus and the population will decline (Schofield 1983:67; Boserup 1983:186; Simon 1977:159). A sustained increase in per capita output or food production consequently depends on the unremitting growth of productivity. Even a stable level of per capita production requires steady improvements to the production process.

Continuous growth and structural change are, on the other hand, central to Kuznets’s (1966) model of modern economic growth. In his analysis of macroeconomic trends Kuznets basically describes the stylized facts of economic development in the western industrialized world since 1870. In his basic definition modern economic growth is the combination of rapid population growth with a sustained increase in real per capita
income. Its principal feature is therefore continuous productivity growth, a function mainly of increases in scale, technological and organisational innovations, and the associated capital formation. A major source of productivity gains was the integration and expansion of markets. Infrastructural improvements and the introduction of new technologies in transport and communication made national and international markets more accessible at lower costs, aided during the second half of the nineteenth century by the liberalization of world trade. Urbanization provided considerable economies of scale. And growth was accompanied and supported by an increase in aggregate demand that was brought about by rising real wages and a long-term decline in income inequality. Modern economic growth thus became a self-reinforcing process.

The remarkable difference in achievement of the premodern and modern economies—virtual stagnation versus sustained growth—does not necessarily imply that we are dealing with fundamentally different economic systems. A schematic presentation of the functioning of an economy shows that the determinants of development can be found at different levels (figure 5.1). The proximate causes of growth relate to the cycle of product, income and expenditure. They involve the technology and organization of the production process, the allocation of factors of production (land, capital, labour), and the behaviour of investors and consumers, as well as other basic economic processes. The proximate causes operate in an institutional framework, which comprises producer associations, such as guilds and common lands, public policy, the protection of property rights, and in general the size, integration and maturity of the market economy. Changes in institutions constitute the ultimate causes (van der Klundert 1997:1). The interactions between proximate and
ultimate causes determine the nature of the growth process. The economy can be described as a self-organizing system.

There is a constant struggle between the influences that impede the improvement of the efficiency of production, the increase in incomes and equality, the re-allocation of expenditure towards productive investments and high-grade consumer goods—the constraints—and those that encourage productivity growth, income gains and shifts in expenditure—the stimuli. Any economy, regardless of its level of development, has elements that encourage or hinder progress. The balance between the two determines the potential for sustained growth. Technological innovations, exogenous shocks, and other short-term influences merely shift the balance between constraints and stimuli. In the long run the outcome of the interplay between constraints and stimuli at the level of the proximate causes depends on the nature of the environment of ultimate causes in which the cycle of basic economic activities occurs. The low growth estimates for the pre-industrial period suggest that constraints were dominant, whereas stimuli prevail in the modern industrial period. The implicit conclusion is that premodern growth was essentially self-constraining, whereas modern growth is self-reinforcing.

Does this imply that the premodern economy was stagnant or unchanging, a technological dead-end, whereas modernity involves everlasting progress? Was long-term productivity growth impossible before the industrial revolution? The answers will, in turn, raise the question of the nature of the transition. Was it a dramatic revolution or a process of gradual economic transformation?

2

Growth before the modern age

It is theoretically impossible for an economy to remain in perfect equilibrium, completely stagnant and without a change in technology and institutions. Its working depends on the decisions and preferences of a multitude of individual producers, investors, consumers, and so on. The behaviour of the different actors would have to be absolutely consistent and complementary to achieve a ‘stationary state’. Even if a situation of perfect equilibrium were somehow achieved, the economy would still be subject to exogenous shocks. Some shocks, such as harvest failures or the discovery of large gold reserves, are virtually unpredictable. However, two phenomena are an integral part of the growth process. Population growth is essentially an exogenous process but to some extent it is related to economic development. And although macro-inventions appear more or less at random, there is a connection between technological progress and economic development (Mokyr 1990 and 1991). Economic change is therefore inevitable.

In the long run of human history the direction of change was probably biased upward. Once it has been acquired, knowledge—of new techniques, methods of production, or forms of organization—is rarely lost completely. Economic experience is preserved and enhanced by on-the-job training and learning-by-doing, while the general body of knowledge has been protected through the institutionalization of scientific research and technological experience in universities, guilds and other organizations, but also by simply writing it down. It would take a tremendous crisis to return a society to an earlier level of
development. However, such crises have occurred throughout history. The fall of the Roman Empire, the Spanish invasion of the Americas, and the Black Death of the fourteenth century come to mind. Progress was certainly not guaranteed.

A simple though crude measure for long-term improvement is the rate of urbanization. De Vries’ (1984a:39, 45) estimates reveal a process of steady urban growth in early modern Europe. On average the share of cities in the total population rose from 5.6 per cent in 1500 to 10 per cent in 1800. Even though the percentages and gains were modest and regional differences were considerable, there were only two notable cases of relative urban decline: the Mediterranean in the seventeenth century and the Low Countries in the eighteenth century. Even after this reverse in the upward trend, both regions remained heavily urbanized.

A more revealing indication is provided by research into the productivity of agriculture, the sector ‘least likely to succeed’ in early modern Europe. Overton (1996: 85, 131–2) demonstrates that the land and labour productivity of English agriculture increased steadily since the middle of the seventeenth century, despite rising population pressure in the eighteenth and nineteenth centuries. Van Zanden (1998:81, table 7) has constructed a set of rough estimates of agricultural productivity in seven European countries—England and Wales, Belgium, the Netherlands, France, Italy, Poland, and Spain—based on the development of yield ratios. His results show that between 1500 and 1800 agricultural productivity increased everywhere with the exception of Italy.

Finally, we have crude estimates of aggregate economic performance in early modern Europe. Van Zanden’s contribution in this volume provides an international comparison of real per capita income in six countries. His calculations suggest an average annual increase of about 0.1 per cent in the period 1500–1820. The differences between the individual economies did not come close to even one percentage point. Relatively advanced economies such as Belgium, Holland, and Britain grew at a very modest rate. Van Zanden concludes that pre-industrial economies were inherently stagnant, even though specific regions—primarily urban centres of international trade—managed to achieve growth.

Growth was thus virtually absent at the highest level of aggregation. But what if the analysis were to focus on a single dynamic region, such as Holland, the south-east of England, the city states of northern Italy, or the Paris Basin? Is there such a thing as modern economic growth in premodern surroundings? The first problem is that even from a regional perspective early modern growth proved hard to sustain. However the main objection is that market integration and expansion are vital aspects of modern economic growth. One of its most important features is that regions no longer matter, that growth and productivity gains are national and international until—in the twentieth century—the growth process seems to have become truly global. Stark regional contrasts in the level of economic development—placing ‘modern regions next to ‘traditional’ ones—should consequently be regarded as characteristic of the premodern economy and a crucial element of the analysis of its development. Individual cities or regions may have experienced a remarkable degree of technological progress, but in the pre-industrial context this growth could not be sustained and its benefits did not radiate to the rest of the economy.
It is difficult to escape the conclusion that regional divergence and near-stagnation dominated the economic landscape of early modern Europe. And yet, growth evidently did occur. The search for the nature of growth in the premodern economy should therefore centre on the constraints on sustained gains in productivity rather than the mere lack of growth.

3

Constraints on premodern growth

There are two ways to increase per capita income or aggregate productivity: by re-allocating the factors of production from low-productivity to high-productivity sectors (compositional growth); or by improving the efficiency of individual branches of the economy (structural growth). Productivity gains can be made simply by re-allocating labour to sectors with a higher level of productivity or by moving capital from low-yield to high-yield investments (e.g. from agriculture to industry, from traditional to modern sectors, or from rural to urban regions) (cf. Lewis 1954). The same is achieved when production shifts towards products with a higher output per unit of inputs.

The potential for compositional growth depends first of all on the diversity of an economy’s structure. Flexible adaptation to changes in relative factor and commodity prices requires full knowledge of the market and a wide choice of production techniques. However, in early modern Europe the opportunities to re-allocate labour and capital were limited due to a lack of technological alternatives, a low degree of specialization, and the small size of high-productivity niches. Factor prices would have to undergo considerable relative shifts for an entrepreneur to change his methods of production and factor proportions (Herrick and Kindleberger 1983: 229). Minor fluctuations would merely affect profits. As a result the margins of entrepreneurial behaviour were narrow. In addition, compositional productivity growth is subject to diminishing returns, so that without some form of structural improvement its effects will die out. In reality the two types of growth almost never occur independently, while evidence from the nineteenth and twentieth centuries reveals that compositional shifts accounted for only a small proportion of productivity gains anyway.

Structural growth is determined at two levels of economic functioning. The proximate causes of growth constitute the basic level of process and product innovations. They involve new types of machinery, ideas on firm organization or marketing, demand for new goods and services, and other technological innovations in the widest sense. However, growth occurs within an institutional framework of economic laws, government policy, property rights, and collective arrangements. Where were the constraints to preindustrial growth located?

The lack of sustained technological progress is sometimes blamed on the mentality of entrepreneurs or even on a difference in economic rationality. The behaviour of premodern producers is often described in terms of risk-aversion (as opposed to profit maximization), leisure preference, and conspicuous consumption (rather than productive investment) (Nussbaum 1968:248–54; Kerblay 1975:151). It is, however, unlikely that entrepreneurs acted according to a set of ‘irrational’ rules specific to the context of the
pre-industrial economy. As Gustafsson (1987: 28) rightly points out: ‘People who earn low incomes and live in a world of great insecurity have especially great incentives to act rationally!’ Investment and innovation in a premodern economy simply involved far greater risks than in the twentieth century. Economic life was highly volatile, especially when agriculture was the dominant form of production. For example, in remote areas peasants were unlikely to change their ways, given that every harvest could mean the difference between life and death. At low levels of income entrepreneurs were hesitant to risk their livelihood by introducing a radically new mode of production. They would have preferred to use the best available and most-appropriate proven technique.

The creation of new technologies and ideas depends to a large extent on the protection of property rights. A dependable system of property rights guarantees inventors a rate of return that reflects the social rate of return and thus encourages further innovation. Without sufficient protection private rates of return will fall short, creating a disincentive to inventors. North (as quoted in Jones 1998:82) considers the inadequate protection of property rights the main reason for the slow rate of technological change in the pre-industrial era. The rate of progress accelerated from the late eighteenth century on, when substantial legal improvements raised private returns, and became sustained when market forces began to dominate the process of invention (Jones 1998:83).

Collective arrangements—such as guilds, common fields, or trading practices—could also impede technological innovation. Generally they emerged as a rational solution to the uncertainties of economic life, providing a measure of stability in a highly volatile economy. Yet as European markets expanded and opportunities arose for the use of new techniques and organizations, such institutions became obstacles in the way of change. Their dissolution or adaptation was hampered by the belief that in a context of unrestrained competition, employment would be lost, prices would decline, and the quality of products would deteriorate (de Vries 1976:41–2). A very real obstacle—at least in the short run—was that all those involved had an incentive to oppose changes that would not benefit the entire group.

The limits of entrepreneurial decision-making are dictated by the institutional framework of economic activity. In early modern Europe these limits were exceedingly narrow due to a high level of risk, the inadequate protection of property rights, and the rigidity of economic institutions. Ironically, a high level of institutional development does not necessarily imply rapid innovation. In a relatively advanced economy the resistance of vested interests to economic change raises the costs of the introduction of new technologies above those for a relatively backward economy without the same institutions. This model has been applied to explain the lag in Dutch technological development after the Golden Age (de Vries 1981:216–18; also Davids 1995). In addition, economic development is to a large degree path-dependent, which means that institutional and technological choices made in the past define, and hence restrict, the direction of change in the present. O’Brien (1996), for example, demonstrates how differences in the medieval regulation of land rights in Britain and France affected the course of industrialization in the two countries. Institutional rigidity—as embodied in the resistance of interest groups and in path-dependency—consequently creates obstacles to productivity growth because every economic improvement requires additional efforts to
break down the barriers to change, which increases the costs of (or lowers the returns to) innovation.

Some constraints to premodern growth can be found in aggregate demand. Its absolute level is usually dismissed as an explanatory variable because there were always wealthy regions and well-to-do social groups to exert a varied demand for goods and services. An alternative interpretation of demand-led growth is that changes in tastes and preferences, or an increase in surplus income to be spent on industrial and other non-essential items, helped bring about the industrial revolution (de Vries 1994; Horrell 1996; Mokyr 1985a and 1988). However, the main shortcomings of pre-industrial markets were first a high degree of income inequality and second persistent market imperfections.

With the exception of periods of rapid inflation such as the price revolution of the sixteenth century, nominal wage rates changed little, leaving the cost of living as the main determinant of the purchasing power of wage earners (de Vries 1976:184–6). Given the steady level of wages, an increase in output per worker aggravated the inequality of the factor distribution of incomes. This inverse relation between growth and equality may have been a function of the relative scarcity of production factors. Capital and land were scarce commodities, whereas labour was in abundant supply. If production were simply intensified by increasing all inputs by an equal percentage, the remuneration of production factors would be biased towards capital and land. Since productivity gains were probably achieved through capital formation or a shift towards capital-intensive industries, such gains would have to result in a significant increase in the inequality of incomes. Although high income inequality was not necessarily harmful to economic growth, excessive income differences could have severe economic effects. With a large part of the population on the brink of subsistence, opportunities for productive investments were restricted to urban markets and foreign trade where demand was sufficiently large. This undermined the possibilities for technological innovation and diverted capital into conspicuous consumption. The demand effects of premodern growth were thus biased disproportionately towards the production of luxury goods rather than the primary goods that accounted for the bulk of output. The inverse relationship between economic growth and income inequality that existed during the pre-industrial period consequently reinforced the demand constraints on productivity growth.

The second dimension of the pre-industrial demand constraint was the quality of market access. Physical obstacles to trade and transport were high. Infrastructural inadequacies created physical barriers between regional commodity markets and—to a lesser extent—factor markets. The bulk of trade consisted of low-value, high-volume products, such as agricultural commodities, building materials and fuel, which incurred high transport costs relative to their value. Moreover, in order to cope with the difficulties of transport and communication, interregional trade relations were maintained by an intricate network of middlemen who added to the costs of distribution. As a result transaction costs were high, communications slow, and volumes of interregional trade comparatively small. There was no ‘national’ market, even though there always was some degree of trade, capital flow, and migration between regions (proto-industry is a good example). Instead, the premodern economy was characterized by large economic variations between small and
relatively autonomous regional markets, whose coexistence may be seen as one of the principal features of the premodern economy (van Zanden 1993a:1–8; also Lewis 1954).

Technological innovation and diffusion were severely hampered by market imperfections. Many process innovations required an increase in the scale of production to offset higher operating costs and repay initial investments, while the introduction of new types of product depended on the level and structure of demand. In both cases the possibility and success of innovations was determined by the quality of market access. Yet this strikes at the very heart of the economic problems of early modern Europe. Transport and institutional barriers, and a lack of aggregate demand weakened the viability of innovations and discouraged entrepreneurs. In addition, owners of capital had little incentive to remove market imperfections by investing in infrastructural improvements. These were low-yielding, high-risk projects with uncertain prospects for profitability. It is not unlikely that the average owner of capital preferred the easier course of putting his money into urban industries, international trade and transport, or agricultural activities in the vicinity of cities. The premodern constraints to growth—the regional concentration of growth opportunities in particular—may have crowded out precisely those investments that could have removed these constraints.

Premodern economic growth can be described as a self-constraining process at the level of the proximate as well as the ultimate causes of growth. Inadequate infrastructure and transport technology created an environment of small and ill-integrated markets at highly varying levels of development. Within each market the opportunities to achieve economies of scale and the viability of technical and organizational innovations were limited by the level of aggregate demand and the quality of access to regional and international markets. The limited extent of the market encouraged the emergence or strengthening of institutions and regulations aimed at controlling (or limiting) competition and reducing overall economic risk, and may also have obstructed the development of an adequate system of property rights. Market imperfections thus acted as a disincentive to invest in innovations. The resulting inability to achieve a sustained increase in productivity imposed a demand constraint on the economy, mainly through the inverse relation between growth and equality. Large regional differences in development, the limited growth potential of individual markets, and the low yield and uncertain prospects of infrastructural investments discouraged entrepreneurs and capital owners from trying to remove market imperfections, especially when more profitable alternatives were available. The absence of sustained productivity growth was therefore inherent in the premodern economy.

4

The tools of growth before industrialization

The pre-industrial economy was unable to achieve a sustained increase in per capita income, but changes did occur and the evidence suggests mild progress in the long run. How then did productivity growth come about before the industrial era?

Population growth is generally seen as an additional burden for an economy apparently caught in a Malthusian trap. Technical change could provide temporary relief, but in the
long run demographic growth would undermine itself. However, population growth can also be considered as a force for change. Boserup argues that an increase in population changes the ratio of human needs to natural resources: it raises the demand for goods and services and compels the economy to expand its productive capacity, which calls for a more intensive use of the factors of production. Unless vast tracts of cultivable land are available, an intensification of agricultural production requires a change in technology. However, Boserup’s theory focuses mainly on the production of food and it is unlikely that the effects of population growth will be able to outpace the diminishing returns to labour (Lal 1998:179–81). Gunnar Persson has developed a general theory of the connection between population growth and technological change (read: productivity growth) in the early modern period. Persson maintains that new technologies will only be applied if there is sufficient demand: a change in production methods results from new opportunities provided by population growth rather than from straightforward demographic duress. An increase in population density (possibly accompanied by improvements in transport technology) leads to an expansion in the size of the market, which in turn encourages a division of labour and regional specialization. This then stimulates technical change, because at a higher level of aggregate demand the costs of training and equipment associated with new technologies can be offset. What is more, in Persson’s (1988:17) theory the technological effects of population growth involve an increase in productivity through a saving of inputs rather than the substitution of labour for land as is suggested by Boserup.

It follows that cities were the hot spots of growth in the pre-industrial world. The economies of scale inherent in the high density of population gave rise to an advanced division of labour, specialized production, and low transaction costs. Government, administrative services, financial and specialized distributive services, medical services, and other types of highly skilled labour were predominantly found in cities. The relative success of the urban economy was rooted in the extent of its market. Urban density made for low transport costs and high aggregate demand; cities were generally centres of interregional and international trade; and the majority of people relied on wage labour and was thus compelled to purchase rather than produce the foodstuffs and industrial goods they consumed. Yet cities could not exist or grow on their own account. The relative size of the non-agrarian population depended on the productivity of local agriculture as well as on the possibility of long-distance trade. The urban monopoly on long-distance trade provided opportunities for economies of scale and specialization beyond the limits imposed by the size of the city or the productivity of regional agriculture. The best recipe for growth was to gain control of a share in world trade by exploiting and enhancing the city’s comparative advantages. These could be the specialized production or resource endowments of the hinterland (e.g. wine in France, grain in Poland), the control of international trade routes (the east—west trade of Venice or the Baltic grain trade of Amsterdam), or the conquest of colonies. The drawback of economic expansion based on international trade was that it made urban development highly dependent on the city’s ability to maintain a competitive edge over other port cities. The long-term economic strength of a city was ultimately determined by
its capacity to remain in control of its trade network and was therefore a military as much as an economic issue (Israel 1989).

So how did innovations spread to other cities and rural areas in the non-integrated economies of the premodern world? One explanation for the diffusion of technological or institutional innovations without improvements in transport and communication is found in the theory of economic density. Ciccone and Hall (1996) have recently examined the relationship between labour productivity and the density of economic activity in the United States, where density is defined as the amount of labour, human capital and physical capital per acre. They argue that an increase in economic density will favourably affect labour productivity because (1) any given technology has increasing returns to density with constant returns to scale and rising transport costs with distance, (2) inter-industry or inter-regional spillovers (or external economies) increase when production becomes physically closer, and (3) a higher degree of specialization in products and intermediate services is made possible. Even though inter-regional diffusion is not explicitly included in their models, an increase in density in one region will almost certainly have had beneficial effects on the surrounding regions as a result of technological spillovers and an increase in aggregate demand.

The best-known density effect of urban growth was that the demand of a large non-agricultural population and favourable terms of trade for arable and livestock products sparked off intensive and highly specialized agricultural production in the surrounding countryside. However, the beneficial effects of urban density diminished with rising distance. Their scope was further limited by market imperfections and institutional obstacles in the pre-industrial economy. In addition, given the prominent role of urban agglomerations and the short range of density effects, urban growth would probably have widened the gap between ‘modern’ and ‘traditional’ regions.

On the other hand, economic progress was not exclusively an urban issue. Possibly the most controversial element in the development of early modern Europe concerns the rise of proto-industry, which is considered by some as a precursor of the Industrial Revolution. Proto-industry appeared mainly in regions with high population density, low agricultural productivity and low wages (Mokyr 1976: chapter 4; van Zanden 1993a: 6–11, chapter 6; Hymer and Resnick 1969). Where urban demand was low and transport facilities were inadequate, peasants had no incentive to abandon self-sufficiency in favour of specialized market-oriented production. However, rising population pressure made it increasingly difficult for peasants to feed their family exclusively from their small plots of land, while at the same time they needed cash income to pay taxes, tithes and other dues. To supplement their income (and thus relieve the pressure of population growth) they turned to industrial activities (Gullickson 1983:849–50). Even though population density was an instrumental variable, the emergence of proto-industry was not a matter of technological diffusion. It can best be described as urban-rural trade based on comparative advantage. Merchants supplied capital, linked the rural community to the world market, and provided peasants with a source of income above and beyond the productive capacity of local agriculture. The advantage of the proto-industrial region was that it could operate at very low wages. Proto-industry was thus a solution to the problem of large-scale labour-
intensive production in a premodern environment, and in particular to that of access to product and factor markets.

In the long run productivity gains were undoubtedly possible, but the outcome still was decidedly premodern. Growth was slow and intermittent. It was focused on regions with the most favourable market conditions, resulting in a wide variation in levels of development. Its gains were unevenly distributed. And it was based at least partly on the exploitation of the traditional sector by the modern sector. The impact of population growth and the scope of density effects were limited so long as the principal constraints to productivity growth remained in place. A fundamental breakthrough was required to change the way in which the economy operated.

5

Transition to modern economic growth

It is common practice to subdivide the economic development of Western Europe into large segments separated by relatively short periods of revolutionary change. Thus the last millennium has been divided into eras of feudalism, merchant capitalism, and the first and second industrial revolutions, whereas presently we seem to have entered a period of post-modern economic development. Yet when one considers that the basic functioning of (market) economies remained unchanged and that economic progress was possible in the premodern economy, is it still useful to make a sharp distinction between preindustrial and industrial economies?

Differences in growth rates support the traditional historiographical periodization. Preindustrial economies grew very slowly (0.1 or 0.2 per cent per annum), nineteenth-century growth accelerated to between 1 and 2 per cent, while the expansion of the industrialized world after 1945 reached unprecedented rates of annual growth (3 per cent or more). The essential difference was, however, related not to the incidence or duration of growth but to the nature and scope of the growth process. Modern economic growth is a comprehensive and self-reinforcing process in which one improvement triggers the other, whereas premodern growth was intermittent, regionally concentrated, and basically self-constraining. What caused the transition from one economic system to the other, and was it a radical or a gradual change?

Chaos theory supplies the first part of the answer. The premodern and modern economies can be seen as relatively stable, self-organizing systems. The transition came about when a set of events or developments broke through the self-constraining mechanism of the preindustrial economy to create a situation of economic instability or chaos. Out of this chaos emerged the new equilibrium of self-reinforcing modern growth (Krugman 1996). Under these conditions the transition must inevitably have been radical.

The most gradualist interpretation would be that the pre-industrial economy slowly but steadily progressed until it reached critical mass and slid smoothly into a pattern of modern growth. The difficulty lies in defining the turning point: did the economy reach a certain level of density or did the scarcity of strategic resources (such as wood) trigger innovations based on substitutes (such as coal)? It is safe to state that gradual change alone cannot account for the dramatic difference in economic performance before and after
industrialization. Accordingly, there would not have been an Industrial Revolution without radical innovations.

There is a great deal of evidence concerning dramatic changes, sudden exogenous shocks, and revolutionary improvements to support the radical interpretation. Berg and Hudson (1992:26) demonstrate that there are plenty of examples of radical change during the Industrial Revolution in Britain. The best-known type of radical change is the introduction of strategic inventions with far-reaching effects on productivity growth, such as Newcomen’s atmospheric steam engine in coal mining, large-scale manufacturing based on an efficient division of labour, and the rise of railway transport and steamshipping. Such innovations could reduce the amount of inputs per unit of output, substituted an abundant resource (e.g. coal) for a scarce one (e.g. wood), or had inherent economies of scale, as with new transport technologies.

However, the transition from a pre-industrial to an industrial economy was not simply a matter of introducing new technologies and thus substituting stimuli for constraints. It occurred only when changes in the balance between constraints and stimuli at the level of the proximate causes of growth were supported by improvements in the ultimate causes of growth, such as the removal of market imperfections, political centralization, changes in government policy, and institutional reform. In practice the proximate and ultimate causes were intimately related. Technological innovations could themselves induce institutional change. Examples are the capital requirements of new techniques, the reorganization of labour markets to suit the demands of large-scale manufacturing, and the construction of new roads and waterways to improve the supply of raw materials and the delivery of finished products.

The principal event in the environment of the ultimate causes was the impact of the Napoleonic Wars on the political and institutional landscape of Europe. Napoleon’s drive for domination wiped out feudal structures in large parts of Europe, changed the course of state formation (e.g. in Belgium and the Netherlands), and laid the foundation for the institutional framework of industrialization. The British economy seems to have been the obvious exception: its industrialization began at the end of the eighteenth century and the country was not occupied by the French. On the other hand, Britain was actively involved in the wars, which had a considerable impact on industrial production, labour supply, public finance, and international trade. For example, the Napoleonic Wars upset relations in the world market at the expense of some of Britain’s main competitors, such as Holland, Belgium and France. But a number of fundamental processes began earlier in Britain than on the Continent, such as political centralization and infrastructural improvement, for example the turnpikes and canal boom of the late eighteenth century. Both in Britain and in the rest of Europe radical innovations occurred simultaneously with the expansion and integration of national and international markets and, on the Continent, with the transformation of political and economic institutions.

The radical nature of the transition notwithstanding, it is self-evident that modern economic growth did not appear out of the blue. The roots of industrialization have been uncovered in preceding centuries, as far back as the late middle ages. As we saw earlier, the pre-industrial economy was anything but static, even if progress was slow. Radical changes may ultimately have been instrumental in bringing about the Industrial
Revolution, but their effect on aggregate economic development was less than dramatic. Macro-inventions, technological and otherwise, occurred at random, but the process of invention was also guided by the scarcity of key resources and the rise of new growth opportunities, which made it an integral part of the growth process. The improvement and spread of new techniques and production methods is never an automatic or unconstrained process. They have to be economically viable, while it takes time and money to transmit knowledge, to convince entrepreneurs of the potential benefits of an invention, and to assimilate new techniques and organizations. The innovations and political—institutional changes that would dramatically change the world may appear to have been radical, but their incorporation into the economy as well as the adaptation of economic life to such changes was a slow process.

Remarkably, all the European industrial revolutions in some form or another occurred between roughly 1780 and 1913. Given the considerable international differences in resource endowments and population density, the transition cannot be explained at the level of individual economies. The diffusion of technological, organizational and institutional knowledge was a crucial part of the process. Britain could act as the testing ground for new methods of production by virtue of its excellent infrastructure, stable and centralized government, sound economic institutions, and vast colonial empire. Once improved and, above all, tested, new techniques and forms of organization spread to other countries on the European Continent. More important than mere diffusion was the fact that, rather than to provide a single economy with a comparative advantage, the innovations of the late eighteenth and early nineteenth centuries opened up the world market and, hence, provided all countries with new opportunities to innovate and expand production. Modern economic growth ended the regional concentration of growth and went beyond industrial and national boundaries.

6

Conclusion

Gains in economic efficiency have been made throughout human history. Yet the ability to sustain an increase in both population and per capita income is unique to the industrial era. The nature of growth before and after industrialization is therefore essentially different. On the other hand, it was also argued here that the underlying principles of growth remained unchanged. The economy is a self-organizing system. At a basic level growth or stagnation is determined by the constant and self-reinforcing struggle between forces that obstruct or encourage technological progress (the proximate causes of growth). Yet the balance between constraints and stimuli depends on the institutional environment, most notably the system of property rights and the size and efficiency of the market (the ultimate causes of growth). In the pre-industrial economy constraints prevailed and growth rates were minimal, whereas the modern industrial period was one of sustained productivity growth fuelled by continuous technological and institutional innovation.

The transition to modern economic growth involved revolutionary changes in the political and institutional framework as well as the introduction of ground-breaking
technologies. While its deep historical roots and the slow accommodation to new technologies and institutions cannot be denied, the transition was ultimately a fairly radical event. In the long run the nature of growth became fundamentally different. Two elements were of particular importance. The integration of domestic and international markets ended the regional concentration of growth and facilitated the diffusion of innovations. And as growth accelerated new scarcities arose: capital became more easily available, whereas labour—skilled labour in particular—became relatively scarce. The result was a decrease in income inequality and mounting pressure for the introduction of labour-saving technologies.

The distinction between premodern and modern growth was not as extreme as the analysis suggests. The term ‘premodern growth’ has been used to describe thousands and thousands of years of economic development in all parts of the world, whereas modern economic growth was successfully established only in a limited region of the world economy, the so-called ‘western’ industrialized nations (including however countries such as Australia and Japan). Here sustained growth has led to high levels of general well-being, a more equal distribution of incomes and wealth, political stability and democracy, liberty, easy access to medical care and education, and so on. Yet, even today there still is a division between ‘modern’ and ‘traditional’ centres of production, both between the western world and the developing nations and within the developing economies themselves. The main difference with the pre-industrial era, however, is that in the late twentieth century the world market has achieved a remarkable degree of integration. While allowing the developing nations to import advanced production methods at comparatively low cost, it has also opened up their markets to western competition at unfavourable terms of trade. The success of the West has crowded out the growth opportunities of the rest.

Will modern economic growth come to an end? By emphasizing its sustained nature the definition suggests that modern growth is everlasting. Even so, there is no reason to assume that the self-reinforcing mechanism of modern economic growth cannot break down. First there is increasing concern over rising tensions between resources and population growth, connected with environmental damage, the depletion of natural resources, and increasing demands for a sustainable future. The optimistic view is that the new scarcities will trigger technological progress much like those at the end of the eighteenth century. However with a few exceptions these ‘technologies’ have no market price, so that there is no immediate economic necessity to develop clean technology, conserve resources, or improve well-being (Smits 1995). Sustained growth creates its own rigidities in that entrepreneurs and even government are unwilling to sacrifice their private returns for the greater good. An equally serious threat is the unbalanced distribution of population growth. The demographic development of the western industrialized world is very much under control, but many Third-World states combine low levels of development with extremely rapid population growth. If modern growth is to be sustainable, economic development will have to be re-defined to take into account its potential environmental limits as well as the worldwide distribution of income and wealth.
Notes

1 The work of Crafts (1985) in particular. Others focus on specific issues—such as female labour or industrial technology—to demonstrate that the industrial revolution was indeed a radical transformation of economy and society (cf. Berg and Hudson 1992).

2 An increase in the pressure on land also led to higher rents, while diminishing returns to labour lowered real wages. Population growth thus resulted in greater inequality in the distribution of factor incomes (Schumpeter 1954).

3 It can be argued that path-dependency derives from the scientific, economic, institutional memory of society, although in technological terms it would be embodied in the existing capital stock.

4 For example, between 1700 and 1830 real per capita income increased at an average annual rate of 0.0 per cent in Holland, 0.1 per cent in Belgium, and 0.3 per cent in Britain. See van Zanden, in this volume; Crafts (1985:45); Blomme, Buyst and Van der Wee (1994:91).

5 In McCloskey’s (1991:343) words, ‘Peasants were not perhaps rational in every detail; but they were prudent’. The same circumstances that obstructed growth may have enhanced the role of non-economic considerations in economic life, such as religious and cultural practices. It is not inconceivable that such non-economic factors ultimately became a force of their own as a result of the persistence of economic limitations (cf. Lal 1998).

6 The technologies and forms of organization may simply have been inappropriate. In the process of their development, innovations are adjusted to the specific factor proportions as well as social and institutional arrangements of their environment. For example, the urban economy made possible the division of labour and the application of labour-saving, capital-intensive techniques, whereas regions with a large reservoir of cheap and unskilled labour had every reason not to mechanize.

7 Boserup (1965:81–6). For a theory on the formation of groups in the premodern economy see Olson (1965:2–16). Persson (1988:35–41) links the pre-industrial institutional organization of production to the extent of the market. Premodern entrepreneurs could exert noticeable influence on their market: they had to enter into face-to-face negotiations in order to establish the price of goods and services. Institutions limited the power of individuals in order to contain transaction costs and gain some measure of certainty in the outcome of the market process.

8 The theory of the ‘penalties of the pioneer’: Ames and Rosenberg (1963). See also Gerschenkron’s (1962) model of relative economic backwardness.

9 This corresponds more or less to the classical model of income distribution. Cf. Lewis (1954); van Zanden (1993a).


11 More precisely, on the income elasticities of the new products.


13 With the exception of world trade, where integration and transport technology were highly developed.

14 In practice this boils down to an increase in the frequency of cropping or a reduction of fallow (Boserup 1965:12–16, 23–7), but organizational and institutional changes are often included as well.
De Vries (1984a); Boserup (1981:102). It should be noted that this was sometimes not so much a matter of economic opportunity as it was a prerequisite to preserving the quality of urban life (Kuznets 1966:271–4).

Their model is in fact a macroeconomic version of Marshall’s work on the economics of agglomeration at the firm level (Ciccone and Hall 1996:55).

Van Zanden (1993a: 8), states emphatically that ‘in merchant capitalism, the remuneration of labour power is less than the reproduction costs of labour’, particularly because merchant capitalists were able ‘to pass along a part of the reproduction costs of labour to the pre-capitalist modes of production’.


Cf. O’Brien (1996). The exceptional development of Britain can only be understood when examined in the very long run and with the emphasis on the gradual growth of institutions rather than the radical introduction of new techniques.

For a clear description of the problems that confront technological innovation, see Herrick and Kindleberger (1983:233–8); Jones (1998).

For example, it took several decades for the political revolution of the Napoleonic Wars to come to fruition. In the nineteenth century the economic role of government was redefined, which involved an increasing amount of intervention. Political centralization and active intervention were ultimately instrumental in the removal of market imperfections and institutional obstacles. See for example, for the Netherlands: Smits (1995); Horlings (1995); van der Voort (1994). For Belgium: van der Herten (forthcoming). For Prussia and the United States: Dunlavy (1994).

This is why Kuznets (1966) paid separate attention to the developing countries in his original work on modern economic growth.

On the other hand, the Asian ‘tigers’ prove that the situation of the developing nations is not altogether hopeless.
Part II

Capital and labour
6
International capital markets and their users, 1450–1750

Ian Blanchard

For successive generations of historians, medieval feudalism has been perceived as a regressive system that created a stable-state, low-productivity economic system, which was transformed only in the sixteenth century by an emergent capitalism. They regarded the regressive nature of the feudal economy as arising from the activities of the dominant landlord class who squandered the surplus they extracted from the bulk of the population, resulting in a lack of investment funds so that the latter could not transform their pitiful existence (Aston and Philpin 1985: chapters 1, 6–7, 10). Only in the sixteenth century, during the Age of Discoveries, was a new world economic system regarded as being created. The evolution of commercial capitalism in western Europe allowed the merchants of that region during the years 1500–1700 to exploit the rest of the world and establish the beginnings of European economic supremacy. This was realized finally in the industrial capitalism of the period from 1700 to the present day (Wallerstein 1974 and 1979). In this chapter it will be my task, therefore, to undertake an investigation into the nature of this capitalist system and to examine the mechanisms that caused major silver (and gold) booms to be translated, through the operations of financial—monetary markets, into fundamental changes in the ‘real’ economy.

1
The integration of money markets in late medieval Europe

During the later middle ages, European capital markets underwent a major transformation. As population numbers declined from a peak at the end of the thirteenth century, prices fell, per capita incomes increased and real savings levels were enhanced. Base interest rates, measured in terms of the price of land or rather in terms of the price of a perpetual fixed rent charge secured on land, accordingly fell.1 During the course of the thirteenth-century, western European base rates had fluctuated about a high-level equilibrium of about 10 per cent per annum.2 Then from c. 1300 they steadily declined until almost a quarter of a millennium later in c. 1525, they finally settled at a new low level of between 4 and 5 per cent (figure 6.1). As the early modern era dawned, an enriched populace was prepared to lend, on first-class security, at previously unheard-of rates.
Even as rates tumbled, the market also underwent a major structural transformation. As in the high middle ages, money remained cheapest in England and in the lands of the Lower Rhine. Here borrowers, with prime security, who had been able to take up funds in the thirteenth century at 10 per cent, were able to borrow during the later middle ages (c. 1400–1525) at between 4 and 5 per cent (Epstein, in this volume). During the fifteenth century, however, this market underwent a process of extension. From c. 1460 both south German and upper Rhenish capital markets became integrated with those of England and the lower Rhine and before the century was out even the volatile markets of Basle and its territories were brought within a unitary central-European structure. Nor were the denizens of this market alone in enjoying the benefits of cheap money in the fifteenth century for at this time in the north German lands, extending from Bremen to Lübeck-Mecklenberg, interest rates also converged on those of central Europe. Thus in northern Germany and many lands west of the Erzgebirge, during the later middle ages, money became progressively cheaper. A steadily widening population of potential borrowers and lenders were drawn, moreover, into a unitary market structure wherein by 1500 loans could be arranged, on the production of iron-clad security, at a standard 4–5 per cent rate. In the lands east of the Erzgebirge, the situation was very different. Here in the later middle ages capital markets remained largely un-integrated and although base

Figure 6.1 Northern European base interest rates, 1265–1635
interest rates declined the pace was in comparison with western Europe a slow one, causing east-west rate differentials to widen.

In each case where integration was achieved, cheap money, in financial centres on the periphery of the pre-existing market network—Frankfurt, Basle and Lübeck respectively—disseminated through trade credit systems, helped effect a major transformation of neighbouring agrarian regimes. The resultant rising incomes and savings levels caused base interest rates to fall in rural areas and led to a secondary transformation in urban capital markets therein, allowing their integration into the primary financial network.

During the high middle ages England and the lands of the lower Rhine had thus formed an oasis of relatively cheap money in a European market where base interest rates of about 10 per cent annually were normal. Two centuries later the market situation had been transformed. Inhabitants of England and the lower Rhine still enjoyed the cheapest money in Europe but now these lands formed only one element in a unitary market structure encompassing much of western Europe where a single rate of 4–5 per cent reigned supreme. Within this unitary market money was cheap and not least amongst those who availed themselves of the new situation were members of the international merchant community. During the later middle ages, as international trade declined (Lopez, Miskimin 1962; Cipolla 1964), they had experienced an increase in the cost of commercial credit and had responded, in England at least, by creating a new financial system to tap alternative sources of funds. There during these years alternative borrowers, such as English agriculturalists, had possessed few ways of improving production and the returns on any money invested in this sector had been small. The interest they could offer on mortgages for agricultural improvement, accordingly, was also low (1.5–3 per cent per annum) and few if any amongst an enriched population had been tempted to put out money on such instruments when they could make a totally safe return of 4–5 per cent. In such circumstances, merchants, able to offer returns above base rate, found few competitors bidding for money in the market place. Funds accordingly flowed from the agricultural to non-agricultural sectors of the economy, providing the basis for an elaborate sales credit system, which was the main source of English commercial finance.

The international merchants’ financial systems had undergone a process of ‘rustication’, causing merchants and traders to make only marginal use of exchange facilities. Bill markets in the great commercial metropolises of western Europe were accordingly characterized by a certain thinness, as low and intermittent activity occasioned marked fluctuations about a high median rate.

2

The impact of central European silver

Nor did this situation fundamentally alter during the subsequent half century (c. 1525–75). As recurrent population growth resulted in an immiseration of the population and inflationary pressures undermined the value of savings, however, base interest rates edged upwards and sales credit terms shortened. Cash flow problems were precipitated amongst provincial merchants, causing those who had access to metropolitan capital markets to be tipped over on to the exchanges. The balance between exchange and sales credit systems
altered in favour of the former but the basic pattern of capital flows from the agricultural sector remained.

That the increased calls upon the facilities of metropolitan exchange markets did not force up interest rates and precipitate crisis conditions therein, however, resulted from equally fundamental changes in exchange dealings, whose origins can be traced back more than half a century. From 1460, a new market structure had been superimposed upon the old as the great central European silver mining boom ran its course.

Most spectacular in this respect were the effects on regional capital markets of successive booms in 1460–1486/91 and 1516/22–1542/7 in the important Saxon-Silesian mining complex. These resulted in local interest rates falling from the high levels of eastern Europe to the much lower ones prevailing on the central European capital market. Similar downswings in interest rates also occurred within that central European market, although initially at least the impact of successive mining booms was highly localized. The first great Saxon mining boom (1460–86) thus produced extra-regional effects only on the Frankfurt-Cologne money markets. Similarly, the second sub-cycle, which was played out from 1476–92 in the Tirol against a background of Saxon decline, resulted in a decline in interest rates only on the capital markets of the upper Rhine region. During the first production cycle (1460–92) of the central European mining boom, successive sub-cycles thus wrought their impact solely on a local basis. During the second cycle (1492–1526), however, the production elements of a new Tirolean-Thüringian-Slovak mining complex became much more highly integrated. The effects of the resultant boom were accordingly diffused much more widely on the capital markets of central Europe and beyond (van der Wee 1963, Volume 1:527). Particularly from c. 1505/15–1526 money markets throughout western Europe felt the beneficial effects of the silver boom, with interest rates falling to a new all-time low. A new structure had been imposed upon west-central European capital markets. In the east rates continued along that path first established in the late middle ages. In the west the market split into a bipartite structure, for the time being high rates on the markets of the Saxon—Silesian region contrasting with the incredibly low rates prevailing throughout a unitary system centred on the new Tirolean-Thüringian—Slovak mining complex. Nor during the third production cycle of 1516/22–1542/7 was this structure disturbed, although the inter-regional balance of rates therein was reversed. As the Saxon—Silesian complex once more came to the fore at this time, whilst silver production in the Tirolean-Thüringian—Slovak mining complex entered on a path of decline to 1538/42, base interest rates in the former region again fell whilst those in the latter region rose. As central European silver production thus expanded to a peak from c. 1505/15–1540, a new bipartite structure had been imposed upon west-central European capital markets. These were characterized by an alternating inter-sectoral movement of rate: first (1505/15–1525) a unitary western European market experienced the benefits of cheap money, then (1527–1538/42) rates therein rose and it was the markets of the Saxon-Silesian region which benefited from readily available and cheap funding.

Because of these changes the financial and commercial systems utilized by the international merchant community were transformed. The great mining boom since its inception had attracted investment funding from the south German merchant banking
houses. As the returns from these investments were realized these houses were able, with their new found wealth, to fund with increasing ease the ever growing fixed and variable requirements of their industrial enterprises; underwrite the burgeoning volume of their exchange dealings; finance their growing involvement in international trade; and even satisfy the voracious appetite of the Habsburgs for loans. In relation to the funding of commercial activity the silver obtained from the mines, having been turned into coins at local mints (see for example Schüttenhelm 1984), was available for exchange operations on local money markets. This either allowed merchants in distant centres to take up funds for commercial activity secure in the knowledge that their bills on these markets would be met when they fell due, or made abundant funding available to those proffering bills to finance their trade. In such circumstances money markets where commercial credit could be funded at relatively low interest rates drew trade towards them and effected a realignment of commercial activity in accord with the alternating pattern of central European mining activity.

During the years of the first great mining boom, 1460–86, because of the weak level of activity in the Tirolean—Thüringian—Slovak mining complex, old and new commercial-financial systems co-existed in the west-central European market region. At Bruges and London international trade continued to be financed on the basis of rural sales credits and merchants very occasionally resorted to exchange markets where Italian houses could offer only high-priced commercial credit on the basis of retained trading profits. Further east however, the situation was very different. Here, under the influence of the contemporary mining boom, a new commercial—financial system was forming (figure 6.2).

At this time, it assumed a simple tri-nodal form, linking Cologne—Aachen in the north with Vienna in the east and Venice in the south. Merchants, moreover, were not slow to take advantage of the new situation. Utilizing cheap commercial credits they propagated an active trade involving the exchange of north-western European textiles (predominantly Cologne—Aachen cloths and South German barchants and fustians) for south-eastern European agrarian produce and Italian wares (Amman 1954 and 1953). Nor did this system undergo major structural changes during the second (1492–1526) production-cycle of the Tirolean-Thüringian-Slovak mining complex. In Bruges and London the old ways continued, although particularly during the years 1505/15–1526 the balance of activity within the west-central European region began to shift from these centres towards the new central-European system. Rapidly increasing silver production, within a commercial network where financial and mining operations were becoming more integrated, brought the benefits of cheap money to the existing system of exchanges. In the context of the 1486–92 Netherlands monetary reforms, moreover, there was an extension of that system to incorporate the emergent centre of Antwerp. During this period therefore Antwerp became the western terminus of a major commercial system. Within this system a trade in Anglo—Netherlands textiles now expanded on the ruins of the old Rhenish industry (Dietz 1910–25, Volume 2:266–7): the merchants of Cologne and Frankfurt carried these wares to South Germany and the Alpenlands through Augsburg, and to the lands of the Hungarian crown through Vienna. Along the way they shared passage with those merchants who traded with Italy, merchants who at Augsburg
took passage via the Brenner and occasionally the Rescheneideck Passes to Verona and Venice (Brulez 1962; Pohl 1971:477–82). North-western European textiles thus continued to be exchanged for south-eastern European agrarian produce and Italian wares, but now these textiles emanated from the Anglo—Netherlands production complex and, as in response to increasing silver production interest rates on commercial paper fell, trade expanded. Within this new west-central European system the fortunes of the merchant-financier was linked, however, to those of the mining entrepreneurs of the

Figure 6.2 Exchange systems, 1460–1545
Tirolean—Thüringian—Slovak production complex. Each phase of increasing silver production occasioned a fall in interest rates and enhanced commercial activity. Each decline brought about a stabilization in interest rates and commercial stagnation. On these latter occasions, moreover, in the context of the alternating pattern of mining activity, the focus of commercial-financial activity was displaced elsewhere. Thus during the years 1460–1486/91 and 1527/8–1542, as the Saxon—Silesian complex came to dominate central European mining operations, an alternative commercial—financial system, centred on Leipzig (Fischer 1929) and Breslau came to the fore. Merchants at Nördlingen-Nuremberg, who in the period 1492–1526 were active in the trade via Frankfurt to Cologne and Antwerp, during the years 1460–1486/91 and 1527/8–1542 increasingly drew bills on Leipzig or Breslau to finance their trade to the north or east. Along new routes they transported domestic weaponry, metal wares and exotic luxury goods from Italy and the Levant to Lübeck—Hamburg or Posen—Danzig, and returned not only with Baltic wares but also with western textiles trans-shipped through the former centres and destined for either domestic consumption or re-export south.8

During the years 1460–1560, therefore, as central European silver output increased during the upswing of the industrial long cycle, western European capital markets were subject to a process of change as a new market structure was super-imposed upon the old. Interest rates oscillated around the prevailing 5 per cent norm in response to production fluctuations in the mining industry. Because of market imperfections however, the timing and incidence of these changes in interest rates varied widely between finance markets, which during the years 1460–1540 continued to be dominated by local specie supplies from an industry characterized by its own developmental pattern. Even as the industrial long-cycle ran its course there was superimposed upon it a pattern of medium-term, resource-related cycles which followed each other at about 30-year intervals and displayed a pattern of spatial displacement of an inter-sectoral character. In the central-European industry, this assumed an alternating form. During the first (1460–1491) and third (1516/22–1542/7) production cycles the mines of the Erzgebirge rose to a position of supremacy. During the second (1492–1522/6), they were displaced by those of the Tirolean—Thüringian—Slovak production complex. Each displacement brought the benefits of cheap money to local finance markets. The Saxon-Silesian mining booms of 1460–1491 and 1516/22–1542/7 transformed conditions on the Leipzig market, whilst Antwerp, as an extension of the Rhenish—Tirolean mining and commercial system, enjoyed the benefits of cheap money predominantly in 1492–1522/6. In each instance merchants responded to the new situation by reorienting trade to avail themselves of the benefits of cheap money. Whether western European merchants accessed the new systems via Hamburg-Lübeck (in 1460–91 and 1526/7–1542) or Antwerp and the Brabant Fairs (in 1492–1522/6), the availability of cheap money ensured that their trade expanded rapidly to 1540.

A new age had dawned in the provision of commercial credits. The focus of activity had shifted from the Rialto to the marts of central Europe, where abundant supplies of silver from the mines provided the basis for cheap bill finance and an increase in commercial activity. The effectiveness of the new system was revealed when (in 1485–91, 1514 and 1527/8) markets were disrupted and merchants, who were forced back onto older credit
systems, were confronted with a 2–3 per cent increase in the cost of bill finance. At these times trade declined. Yet these circumstances were ephemeral in character, interrupting but not stopping the trade boom which, on the basis of cheap credits, continued to 1540.

3
American silver and the European financial markets

From about 1540 however, this whole system began to disintegrate as the focus of international silver production shifted to the Americas and Seville. The central-European market was now eclipsed and began to fragment into atomistic units as there was a return to pre–1505 conditions. Thus during the fourth production cycle (1537/42–1568), which marked the beginning of the downturn of the prevailing central-European production long cycle, the impact of regional mining booms once again became highly localized. Increased Thüringian silver production resulted in falling interest rates on the money markets of the lower Rhine region but not on those of the upper Rhine, where falling Tirolean output caused rates to rise. Rates on both markets, moreover, diverged from those of the Silesian-Saxon mining region. During this production cycle and the next (1565/8–1598), which saw the central-European mining industry move further down the secular path of decline, successive mining booms again wrought their effects on capital markets in an essentially local fashion. As the focus of international silver production shifted to the Americas, there was yet another displacement of activity; Seville and the fairs of Medina del Campo became the focus of a new financial network in western Europe. Already in the 1530s the foundations of this new system were being laid as the arrival of increasing quantities of gold at the Guadalquivir effected a transformation of conditions at the fairs of Medina del Campo (figure 6.3). Interest rates on both public and private loans fell, reducing the cost of exchange transactions between Spain, Italy (particularly Florence and Genoa) and France (Lyons). Nor was the impact of American specie confined to this primary network, for through the involvement of German houses, such as the Fugger and Welser, Antwerp was drawn into the new system and with it London and Augsburg. Once again, therefore, the focus of commercial credit systems had shifted. Having re-located from Italy to central Europe it now settled in Spain, where the exchange moved to a new tempo conditioned by news of the arrival of the Indies fleet.

From its inception, however, the new system was subject to major changes, which initially altered its structure and ultimately wrought its demise. Even as the Spanish-Netherlands exchanges began to move in response to the new forces that were transforming activity at Medina del Campo, continuing Habsburg intervention on the Antwerp bourse crippled that city’s money market. It also resulted in a displacement of activity elsewhere, bringing new life to markets such as London and setting in motion forces that would bring the Piacenza Fairs to the fore in financing transcontinental trade (de Silva 1969).

Yet the effects of the American silver boom were not confined to a geographical restructuring of European capital markets. As increasing supplies of the precious metal were transported to Spain, local money markets were flooded, interest rates fell below the specie export point and supplies of the metal were transhipped elsewhere. A constant,
if illicit, stream of specie flowed to Genoa and Italy, Lyons and France. A new age was dawning and henceforth for some two centuries from c. 1540, a new trend was superimposed upon the existing pattern of interest rates. From that time lenders attempted to protect their assets by increasing rates in line with regional price increases, and merchants attempting to raise finance for their businesses found a new competitor in the specie exporter, who had to be outbid to secure the money they needed. All over Europe those with money to lend were forced to adjust to a very different market situation. Yet, at least initially from c. 1545–75, in most instances they seem to have responded in the same way; interest rates rose in line with prices and enhanced arbitrage margins, ‘monetary’ rather than ‘real’ factors exerting a dominant influence on their decision making. Finance costs, including those for commercial credit, rose and from 1550–75 trade declined, ushering in a crisis which marked the end of one age and the beginning of another when Amsterdam and London would reign supreme.

### 4 The expansion of credit

From 1575, for reasons which are as yet unclear, specie distribution systems began to disintegrate and distinctly different patterns of inflation began to emerge throughout Europe (Braudel and Spooner 1967). Thus in England and the lands of the Lower Rhine prices, which had risen from 1545–75, continued to increase steadily to c.
1640 before falling slowly thereafter. In France, Italy and Iberia the price rise ended much earlier in the 1590s. In each case, however, prices continued to rise after 1575 before there was a downturn at some time between 1595–1645. Such was not the case in southern Germany and the lands of the eastern Europe. Here prices and interest rates fell from 1575 to 1610/20 (Hildebrandt 1992:58–66, 74) before recovering and passing to a new high in the period 1640–60.

Only in England and the lands of the Lower Rhine was the situation again seemingly different. Here as elsewhere during the years from c. 1545–75 prices and base interest rates had risen but thereafter, as prices continued to increase, interest rates actually fell and then stabilized around a 5 per cent norm until about 1645 (figure 6.4). An increasingly rich population with enhanced savings was allowing ‘real’ interest rates to equilibrate to a new low level. Then from 1645–95 as prices fell, in England ‘real’ interest rates began to rise, bringing this first phase in the restructuring of its capital market to a close. This, however, was merely an interlude in the long-term evolution of that market, for as the eighteenth century opened a second phase in its development began. Once again, from 1695–1745 ‘real’ interest rates on the English market fell heavily before the pace of decline first slackened and then in c. 1800 once more began to increase.

Whilst during the years 1550–1750 ‘real’ interest rates stabilized throughout most of Europe, therefore, in England and the Lower Rhine lands these years witnessed an alternating pattern and secular decline in base interest rates. Initially a slow and then from 1575 a rapid rise in income and saving levels meant that investors were willing to

Figure 6.4 England-Lower Rhine: actual and projected base rates

Key: A=B=‘real’ interest rates. ‘Nominal’ base rates deflated by changes in the general price level. C=inflationary adjustment index applied to constant base rate
accept a steadily diminishing rate of return on first-class securities. Such changes before
the eighteenth century were measured in England in terms of the price of land or rather in
terms of the price of a perpetual fixed rent charge secured on land and thereafter in terms
of the yield on consuls. From a level of 4 per cent in 1545 ‘nominal’ rates had risen, as a
hedge against inflation, to 5.3 per cent (19 years purchase) in 1575 before stabilizing at
just below 5 per cent by 1625. At no point however was the rate of increase comparable
with that of the general price level, so that by the latter date the ‘real’ rate of return was
less than half (45 per cent) of what it had been 80 years earlier. Subsequently the rate of
decline slackened. Then in the years to 1695 ‘real’ rates actually increased. But this was
merely a passing interlude and as the eighteenth century opened rates once more
tumbled, until in 1730 the ‘real’ rate of return on land or consuls was a mere third of
what it had been two centuries earlier. With rising incomes and savings levels money for
investment was becoming in the early modern period progressively cheaper and more
available, making England and the lower Rhineland an oasis of cheap money in a European
market where traditional ‘real’ rates continued to prevail.

Throughout most of Europe during the years 1540–1740, therefore, would-be
borrowers operated within markets where, in ‘real’ terms, conditions remained
remarkably stable. In England and the lands of the Lower Rhine however, such borrowers
sought funds in quite different circumstances as domestic capital markets underwent
major changes. The rate that any would-be borrower could offer depended on the
efficiency with which he could use the capital. The greater the efficiency, the greater were
the returns he could offer investors relative to other enterprises and the easier,
accordingly, it became to attract the capital required. Whilst the English market thus
looked increasingly attractive to would-be borrowers who either earlier or elsewhere
found difficulty in raising funds, it was not only base lending rates which determined
whether they would be successful in contracting a loan. Equally important were the
activities of others who also required money and the amounts that they could bid for a
loan.

Of paramount importance in this context were changes induced by technological
change in the economy and in the period under consideration of greatest significance were
the activities of agricultural borrowers on the English market. During the years from c.
1500–60 English agriculturalists had possessed few ways of improving production and the
returns on any money invested in that sector were small (1.5–3 per cent per annum). The
interest that they could offer on mortgages for agricultural improvement was also low. In
such circumstances funds flowed from the agricultural to the non-agricultural sectors of
the economy. Subsequently from c. 1527–75, with the integration of the London market
into the Seville-Medina del Campo financial network, the balance between exchange and
sales-credit systems altered in favour of the former but the basic pattern of capital outflows
from the agricultural sector remained.

The 1540s in England as on the Continent, however, witnessed a major transformation
of the market as inflationary pressures induced lenders to enhance rates in line with
contemporary price changes. But in England and the Netherlands, unlike in most of
continental Europe, this trend was superimposed on another. Technological change in the
English agrarian sector, following some twenty years after similar changes in the lands of
the lower Rhine, set in motion a process which by enhancing incomes, from c. 1575 caused base interest rates, even in ‘nominal’ terms, to fall. Agrarian change thus created conditions of cheap money in England and lower Rhineland. It also created a major investment demand for that money. From about 1575 the market situation was transformed as in England at least, farmers and landowners began to offer rates of c. 14 per cent on mortgages, reflecting the returns that could be obtained by the first innovators in the new agrarian regime. Such pioneers enjoyed the best of both old and new worlds. They made little contribution to total output, which continued to be dominated by traditional producers. The price level was thus unaffected. However, unit costs for the innovators were reduced markedly and profits accordingly increased, allowing them to offer high interest rates to investors for the capital they required. As more and more farmers, attracted by these profits, innovated, output expanded and prices fell until in the second half of the seventeenth century, with the achievement of total market domination, prices fell towards the new low-cost level and farmers could make only ‘normal’ profits. Each new producer entering the business thus pushed down prices, profits, the rate of return on capital invested and the rate of interest on mortgages (figure 6.5).

During the initial phase of agricultural innovation, (1560–1610) investment in English agriculture was thus highly profitable, as farmers were able to offer rates of 10–14 per cent to venturers of capital on mortgages for the purposes of agricultural improvement. Nor did this rate fall rapidly as sustained population growth to 1650 allowed the consumption of marginal output whilst acute inflationary pressures sustained ‘nominal’ prices above their ‘real’ level. Thus during the years 1560–1650 and particularly from 1560–1610 English agriculture attracted funds from all sectors in the economy. Merchants and manufacturers, whose products were overpriced on international markets and who were
unable to compete with the specie exporter for funding. They thus increasingly deployed their funds either directly or indirectly on the financing of estates for the purposes of agricultural improvement. Tudor and Stuart merchants might, as so often has been suggested, have had a desire to acquire landed status—but it was also a very profitable way of diversifying their investment portfolios. Indeed, the capital markets of England and the lands of the lower Rhine were incomparable in investment opportunities, attracting during the years 1590–1610 funding from central Europe.

Yet the situation was both ephemeral and unstable. Many who had taken up funds in conditions of rising prices from c. 1610–40 subsequently, as prices fell, found their previous profit margins were illusionary and got into difficulties. Some, by the exercise of extreme economy, extricated themselves from this difficult situation (Hopkins 1992:58–66). Others did not and the years 1640–95 witnessed many foreclosures on mortgages, turning merchants into reluctant landowners at a time when the decline in interest rates on mortgage bonds was once more encouraging a counter-flow of money to the non-agrarian sector. Indeed, with the decline in interest rates on mortgage bonds from c. 1640–95 and their assimilation with base rates from c. 1660, there was a wholesale search for new investment opportunities in the non-agrarian sector of the English economy and beyond (see Ward 1974). Investors, when unimpeded by legal restrictions, thus once more found industry an attractive outlet for their money (e.g. Blanchard 1985). The great mercantile companies attracted a flood of would-be subscribers to take up their shares and, in attempting to secure capital gains by limiting equity issues whilst expanding their business on the basis of bond finance, initiated a frenetic series of ‘raids’ aimed at opening up these companies to outsiders. Other investors showed a willingness to roll-over short-term bill finance to provide long-term investments in the plantation economies of the New World and thus found another outlet for their funds (see Price 1980; Davies 1957:316–25 and Davies 1952b). But investment opportunities were limited and as the marginal efficiency of capital fell there began a frenzied struggle to find new investments in a situation which was aggravated by Dutch investors seeking outlets in England—much to the ire of Englishmen seeking ways to place their money. The basic problem was that at the end of the seventeenth century the English and Dutch capital markets were awash with money and investors were accordingly prepared to put out their money on the most speculative of ventures (see Macleod 1986, and Jones 1988 for the general context).

Nor did this situation change as that market underwent a basic restructuring during the early eighteenth century. Those proffering agricultural mortgages were again able at that time to offer a premium over base rate as a second phase of innovation transformed that sector (Overton and Campbell 1991). Yet such was the fall in base rates and the relatively low returns to the innovator that interest rates on mortgage bonds continued to fall from their late seventeenth century level. The amount of funding available for non-agrarian investment was increased again in a domestic market lacking investment outlets and in a situation where overseas investment opportunities were restricted by the continuing existence of bi-metallic premiums on exchange dealings. By the 1720s therefore conditions were again ripe for a new phase of acute speculative activity—the South Sea Bubble (Carswell 1960; Hoppit 1987:132, 164 and 1986:47–8). This however was merely a
passing interlude in a market, which since the late seventeenth century was beginning to
assume a new aspect, for as domestic opportunities failed to materialize investors began to
look elsewhere. During the period 1670–1770 Anglo-Dutch merchants, working in co-
operation with each other, now showed themselves quite willing to roll-over short-term
bill finance to provide long-term investment in foreign agriculture and industry (Newman
1983). Initially observable in the Americas trades, with the removal of bi-metallic
impediments to the operation of foreign exchange markets in the 1730s, such investments
became characteristic of many branches of European commerce. Bill rates on such foreign
bourses as St Petersburg increasingly moved to the rhythm of English base rates (Newman
1992). The second third of the eighteenth century thus saw England and the Netherlands
become major capital exporters, alleviating shortages abroad and providing necessary
funding for the expansion of foreign industrial and commercial enterprises. By the end of
the eighteenth century, in countries such as Russia it had became an axiom of economic
policy making that the greatest part of our domestic industry was put into movement by the advances
that the English make to us and which allow our peasants to be put to work….

Even as Count Strogonov penned these lines, however, the age of which he wrote was passing.

For more than two hundred years, from c. 1570 to 1790, conditions prevailing on the
London and lower Rhenish capital markets had influenced strongly international financial
systems. Initially from 1570–1610/50, these markets had attracted funding from all over
Europe to finance the process of economic growth within their respective domestic
economies. Then from 1650/70–1790 as these domestic economies grew to maturity and
the pace of innovation slackened the flow was reversed. A lack of investment opportunities
at home henceforth caused investors to seek new outlets for their funds abroad. Initially
slowly but then rapidly with the removal of impediments to the operations of the foreign
exchanges in the 1730s, English and Dutch capital exports grew, providing much needed
funding for the expansion of foreign industrial and commercial enterprises. During the
years 1650/70–1790 a new pattern of Anglo—Netherlands overseas investment had been
set but before it was fully realized in the period 1820–1870 the French wars, from 1792–
1815, resulted in an interruption to the process. During these years from 1792–1815, the
recipient economies themselves began to mature whilst English capital markets felt the
baleful effects of government intervention. Signs began to appear that far from
maintaining its position as a capital exporter, Britain was again becoming a capital
importer, drawing finance during the years 1790–1820 from Russia, Holland and Prussia
to fund commerce and industry which was starved of capital by the demands of a
5

Conclusion

The late middle ages had witnessed a complete transformation of capital markets in the European lands to the west of the Erzgebirge. As population numbers declined from a peak at the end of the thirteenth century, prices fell, per capita incomes increased and real savings levels rose. Base interest rates, measured in terms of the price of land or rather in terms of the price of a perpetual fixed rent charge secured on land, accordingly fell from about 10 per cent per annum in c. 1300 to 4–5 per cent almost a quarter of a millennium later in c. 1525. As the early modern era dawned, an enriched populace was prepared to lend, on first-class security, at previously unheard of rates. Subsequently, from c. 1525 to 1635, population numbers again increased. Average per capita incomes across most of west-central Europe fell and real savings levels declined. ‘Real’ base interest rates, accordingly, initially stabilized then showed a tendency to rise.

From c. 1460 however, a new pattern was superimposed upon this stable series of base rates as successive central-European (1460–1560) and American (1530–1640) silver production booms ran their course. Henceforth at those points where the new quantities of specie accessed contemporary European credit systems, interest rates fluctuated about prevailing base rates in accord with changing precious-metal supply conditions. Increased specie supplies pushed down rates but the effect on the local market depended on investment opportunities therein. Thus in Spain during the years 1540–1640, increasing inflows of gold and silver created major inflationary pressures and base interest rates edged upwards. The failure to invest and increase productivity in the export industries, however, led to the emergence of an adverse balance of trade, a fall on the exchanges at Medinfe del Campo, and an outflow of specie. Recipients of this specie throughout most of Europe underwent a similar experience. Inflows of specie posed major problems for the denizens of those countries to which specie passed. As inflationary pressures pervaded these economies, those involved in the foreign-trade sector experienced an overpricing of their export wares, which threatened to undermine sales. Where they failed to take advantage of increasingly cheap finance to invest and enhance productivity in their industries, export sales diminished, leading to the emergence of an adverse balance of trade, a fall on the exchanges, and an outflow of the specie which had previously flowed in.

Only in England and the lands of the lower Rhine was the situation seemingly different. Here as elsewhere, major silver inflows occurred in the period 1525–35. Prices rose in both the Netherlands (1525–31) and England (1531–35) but in the latter at least, in 1532–35 this did not lead to an overpricing of export wares. Taking advantage of increasingly cheap finance to invest and enhance productivity in the export industries and in their raw material supply systems, export sales continued to boom. Silver stocks were thus retained and the nation experienced acute inflationary pressures (Blanchard, in press). ‘Nominal’ base interest rates rose as a hedge against this inflation, from a level of 4 per cent in 1535 to 5.3 per cent (19 years purchase) in 1575 before stabilizing at just below 5 per cent in 1625. At no point however was the rate of increase comparable with that of the general price level, so that by the latter date the ‘real’ rate of return was less than half (45 per cent) of what it had been 90 years earlier. Then in the years to 1695 ‘real’ rates actually
increased. But this was merely a passing interlude and as the eighteenth century opened rates once more tumbled until in 1730 the ‘real’ rate of return on land or consuls was a mere third of what it had been two centuries earlier.

Throughout most of Europe during the years 1540–1740, therefore, would-be borrowers operated in markets where, in ‘real’ terms, conditions remained remarkably stable. In England and the lands of the lower Rhine however, such borrowers sought funds in quite different circumstances as domestic capital markets underwent major changes. Here an increasingly rich population with abundant savings was willing to accept a steadily diminishing rate of return on first-class securities. The rate that any would-be borrower could offer, depended on the efficiency with which he could use the capital. The greater the efficiency, the greater were the returns he could offer investors relative to other enterprises, and the easier, accordingly, it became to attract the capital required. Whilst the English market thus looked increasingly attractive to would-be borrowers who either earlier or elsewhere found difficulty in raising funds, it was not just base lending rates which determined whether they would be successful in contracting a loan. Equally important were the activities of others who also required money and the amounts that they could bid for a loan.

For two hundred years, from c. 1570–1770, conditions prevailing on the London and lower Rhenish capital markets influenced strongly international financial systems. Initially from 1570–1610/50, with unparalleled investment opportunities, particularly in the English and Netherlands agricultural sectors, these markets had attracted funding from all over Europe to finance the process of economic growth in their respective domestic economies. Then from 1650–70–1770, as these domestic economies grew to maturity and the pace of innovation slackened, the flow was reversed. A lack of investment opportunities at home henceforth caused investors to seek new outlets for their funds abroad. Initially slowly and then rapidly with the removal of impediments to the operations of the foreign exchanges in the 1730s, English and Dutch capital exports grew. From 1670–1770 Anglo-Dutch merchants, working in co-operation with each other, now showed themselves quite willing to roll-over short-term bill finance to provide long-term investment in foreign agriculture and industry. Initially observable in the Americas trade, with the removal of bi-metallic impediments to the operation of foreign exchange markets in the 1730s such investments became characteristic of many branches of European commerce. Bill rates on such foreign bourses as St Petersburg or Trieste increasingly moved to the rhythm of English base rates (Newman 1992; Blanchard 1998). The second third of the eighteenth century thus saw England and the Netherlands become major capital exporters, alleviating shortages abroad and providing necessary funding for the expansion of foreign industrial and commercial enterprises.

Notes

1 Base interest rate statistics presented in figures 6.1, 6.4 and 6.5 have been derived from Neumann (1865:266–73); Habakkuk (1952); van Dillen (1964:376); Ashton (1959: 187);
Mitchell and Deane (1962:455). The data utilized here make no pretension to either spatial or chronological comprehensiveness.

2 In east-central Europe, which at this time had not felt the full impact of the ‘economic revolution’ of the twelfth century, the rate was some 50 per cent higher; see Blanchard (1996:12–14).

3 Henceforth used to describe the Netherlands, Cleves, Jülich-Berg, Speyer, Nassau, and the archbishoprics of Trier and Cologne.

4 Data concerning interest rates on English mortgage bonds discussed below is derived from Travers (1976).

5 See for example Malden (1900); Hanham (1975); Hanham 91985, particularly part II, 109–254). It should be noted that the terms of credit noted by Power (1933:56–7) are somewhat abnormally generous due to the contemporary depression in the export trade. On an analogous situation relating to Flemish textile producers see von Brandt (1954).

6 Postan (1928) contains much that is relevant to a description of the London money market during the opening decades of the sixteenth century. The picture of the London market in this work has been confirmed and extended through a study of contemporary Anglo-Netherlands merchant account books for the period 1486–1527 undertaken in the context of the ESRC projects HR 8205 and B 0023002/1.

7 Although there is an enormous literature on the history of mining in this period, comprehensive data about investments is not available as yet. Most studies are more concerned with the output rather than the financing of mining operations. For a recent careful survey of the present state of research see Vazquez de Prada (1988), while some scattered data will be found in Vlachovic (1964), Westermann (1971a) and Scheuermann (1929).

8 On the trade at this time to the east, see Lütge (1967); Simsch (1970), and Dersch (1918); central European commerce to Lübeck is considered in Fudge (1995:164–5).

9 On the place of the 1527/8 crisis in the pattern of international financial disorders see Ehrenberg (1922, Volume 1:385), whilst particular aspects of the crises of 1514 and 1527/8 are considered in Westermann (1972 and 1971b).

10 For a useful introduction to the activities of the Sevillian Genoese see Pike (1966), whilst Carande (1949) and Kellenbenz (1979) provide considerable information on their activities and those of the Germans on Spanish money markets. The impact of these changes on the London and Augsburg markets is briefly considered in van der Wee and Blanchard (1992:54–6) and Hildebrandt (1992:58–66).

11 Gascon (1971:118–19); Van der Wee (1963, Volume 2:201–2) and Ehrenberg (1922, Volume 1:136). This created a pattern of market behaviour which continued into the second half of the century and beyond: Lapayre (1953) and Ruiz-Martin (1965).

12 For another analysis of this situation viewed from a somewhat different perspective see Boyer-Xambeu et al. (1986).

13 Data concerning interest rates on English mortgage bonds presented in figure 6.5 below is derived from Travers (1976) and Ward (1974:166).

14 See on this first phase of technological change in England, Kerridge (1967 and 1969), whilst Van der Wee (1963, Volume 2:166–76) deals with the earlier changes in the Low Countries.

15 Blanchard (1993). The bullion exporter, able to maintain his position by exploiting regional differentials in the purchasing power of specie, was able to develop an active import trade in primary produce from eastern and southern Europe.
16 Hildebrandt (1992:73). The relevant sources about these almost unknown investments are quoted by the same authors (1981:61–76). Because of the legal complexities involved in participation in the mortgage market, described in Holden (1955), it remained largely the preserve of native investors at a time when the activities of foreigners were predominantly concerned with the shares of the great chartered companies.

17 See for example ‘Old’ East India Company and the creation of the ‘New’ and the Darien Companies discussed in Scott (1910–12) and Davies (1952a).

18 On Dutch investment at this time see Wilson (1941:88–196); Carter (1953a and 1953b), and the exchange between the two authors in the Economic History Review, Second Series, 12 (1960) 434–44.
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Labour in proto-industrialization
Big questions and micro-answers

Jürgen Schlumbohm

In comparison with some very large issues, such as ‘economic growth’ or the ‘feudal mode of production’, theories of ‘proto-industrialization’ appear but middle-sized. Still, the concept of proto-industrialization, devised more than 25 years ago by Franklin Mendels (1972, 1981b) seems to owe much to the spirit of the 1970s, fascinated as that decade was by long-term processes and large structures. For Franklin Mendels, proto-industrialization was the first phase of the industrialization process. For Peter Kriedte, Hans Medick and myself, it was a crucial element in the transition from feudalism to capitalism (Kriedte, Medick and Schlumbohm 1981). Since those heady days historiography has moved in a different direction. There is more interest in the specificity of individual cases than in generalizations. Identification of long-term trends now seems more doubtful, when detailed analysis shows that changes took off in many directions at any particular point in time. It may prove fruitful, therefore, to take up the challenge of micro-history and see whether it can lead to a different understanding of pre-industrial economy and society (cf. Schlumbohm 1998).

In this chapter, I do not try to provide an exhaustive survey of the wealth of studies of proto-industrialization carried out over the last twenty-five years, although most of them also deal with the question of labour as well. Rather, I focus on only a small number of problems. Some of these have been particularly prominent in the debates of the last quarter century, others would seem to warrant more attention in the future. To illustrate my discussion, I shall mainly use data from my own research on the rural linen industry around the towns of Osnabrück and Bielefeld as well as from other German-speaking regions.

1
Proto-industrial labour equals rural (semi-)proletariat?

The theories of proto-industrialization, however divergent they may be on other issues, usually agreed that ‘in most cases’ the labour force of cottage industries was ‘at the bottom of the social scale’. It was recruited from the land-poor and the landless, who needed to find an additional or an alternative source of income outside agriculture. However, the difference between smallholders engaged in craft production and a truly property-less rural proletariat was already considered to be relevant in the early stages of the debate (Kriedte, Medick and Schlumbohm 1981:74–8, 85–7).
Subsequent researchers have been more interested in those characteristics that distinguished proto-industrial workers from a ‘true proletariat’, and they have laid greater emphasis on diversity than on common features of proto-industrial labour. This seems to be in line with recent trends in studies about labour in contemporary ‘Third-World’ countries: ‘peripheral labour’ was—and still is—often only partially proletarianized, not ‘free’ in the double Marxian sense, as some of them lack personal freedom and others have a stake in the means of production. That is all kinds of intermediary forms can be found. If specialists in this field point to worker-peasants in European proto-industrialization as a parallel (Amin and van der Linden 1996), this echoes an earlier meeting between the two fields, for some aspects of proto-industrialization theory were originally inspired by economic arguments about ‘growth’ and the supply of labour in ‘developing countries’ (Mendels 1972:253–5; Kriedte, Medick and Schlumbohm 1981: 22, 28, 38–41, 104, 280). Apart from such occasional borrowing, however, so far there has been little systematic dialogue between scholars from the different specialisms. Closer co-operation might nonetheless lead to interesting new perspectives on both their fields.

In some proto-industries the social structure of producers was quite different from what the theory would lead one to expect. This is true, for example, of the coarse linen (Löwendleinen) industry in the region of Osnabrück (north-west Germany). There, reports from the eighteenth and nineteenth centuries make plain that all classes of rural society were active in spinning and weaving. A nominative analysis (details in Schlumbohm 1994: 69–72, and 1985) linking the linen sales registered during the years 1809–14 in the market (Legge) of the town of Osnabrück to the households of the nearby parish of Belm, as listed in the census of 1812, demonstrates this.

Land-rich peasants usually produced much greater quantities of linen than land-poor or landless producers (table 7.1). On average, the owner of a large farm sold two and a half pieces of linen, each more than a hundred metres long, every year, whereas a propertyless Heuerling (tenant labourer) sold only one piece every other year. Correspondingly, the income from the textile industry was five times higher for a land-rich than for a landless household. Smallholders were in an intermediate position, selling slightly less than one piece per year. This notable fact is due to the peculiar character of the Osnabrück linen industry, whose character was preserved until the industry fell into decay in the middle decades of the nineteenth century. All the component stages of the production process were usually carried out within one household, from the planting of flax to the weaving of the finished piece. Of course, land-rich peasants produced much more flax than the property-less Heuerling families could on the small plots they rented. Apart from differences between households in their access to raw material, the supply of labour was also crucial. Virtually no persons or households specialized in linen production; it remained a secondary source of income for almost every household in the region. All these families had an agrarian base, either as owners of a small or large holding, or as tenants. The manufacturing of textiles was therefore fitted into the seasonal cycle of agrarian work. Spinning in particular, by far the most time-consuming part of the production process, was performed in winter. Land-rich peasants had larger households than Heuerlinge (on average 8.6 against 4.1 persons in 1812). Moreover, the proportion of young adults, either grown-up children or servants, was much higher on large holdings.
This labour force was kept busy by a combination of agricultural and textile work, according to the season (Schlumbohm 1994:71–2, 202, 213–19, and 1983) All this does not mean that textile work was unimportant for the landless households. On the contrary, it contributed significantly to their cash income.

To be sure, the Osnabrück region was a peculiar case: a large majority of propertyless Heuerling families faced a small minority of peasants owning large impartible farms, who dominated proto-industry as well as agriculture. But in other parts of Europe and under different conditions, wealthy farmers played an equally prominent part in the cottage industry (see for example Isacson and Magnusson 1987:21–3; Kriedte, Medick and Schlumbohm 1993:227–32). In Württemberg (south-western Germany), a much more egalitarian society practising partible inheritance, Hans Medick has found that the amount of land owned was a crucial factor in determining a household’s chances in the linen industry. This was true though only part of the raw material was produced within the household and locally, so that much of the flax and yarn had to be imported (Medick 1996:212–21, 229–36, 245–53, 259–63).

Ulrich Pfister, in his book about the hinterland of Zürich (Switzerland) during the early modern period, has compared individual communities with different social, agrarian and industrial structures. In this way he built a model that predicts two different types of relationship between the amount of land held by a family and the level of its proto-industrial activities. Under one set of circumstances, there is a negative linear relationship: the poorer a household is in terms of land, the more it tends to work in rural industry. This is, of course, the classical hypothesis of the proto-industrialization theory. Pfister, however, accepts it only for those cases in which very little capital was needed, i.e. where raw material, tools, etc. were cheap. Spinning is a typical example. In other proto-industries, considerable investments were required. In such cases, Pfister’s model (1992a: 266–77, 285–9, and 1992b) predicts a ‘curvilinear relationship’: ‘The highest share of proto-industrial labour is expected to prevail among the rural middle classes, whereas both farmers and poor households devoid of any investment capacity will record

### Table 7.1 Linen sales by the households of the parish of Belm 1809–14 and 1847–49, by social class

<table>
<thead>
<tr>
<th>Years</th>
<th>Land-rich peasants</th>
<th>Smallholders</th>
<th>Heuerlinge/Landless</th>
</tr>
</thead>
<tbody>
<tr>
<td>1809–14</td>
<td>2.55</td>
<td>0.83</td>
<td>0.56</td>
</tr>
<tr>
<td>1847–49</td>
<td>1.64</td>
<td>0.85</td>
<td>0.50</td>
</tr>
</tbody>
</table>

(b) Mean amount of linen (in Leggeellen) sold, per household and year

<table>
<thead>
<tr>
<th>Years</th>
<th>1809–14</th>
<th>1847–49</th>
</tr>
</thead>
<tbody>
<tr>
<td>226.6</td>
<td>127.7</td>
<td></td>
</tr>
<tr>
<td>72.1</td>
<td>64.6</td>
<td></td>
</tr>
<tr>
<td>46.2</td>
<td>35.8</td>
<td></td>
</tr>
</tbody>
</table>

(c) Mean income (in Taler) earned by linen sales, per household and year

<table>
<thead>
<tr>
<th>Years</th>
<th>1809–14</th>
<th>1847–49</th>
</tr>
</thead>
<tbody>
<tr>
<td>57.39</td>
<td>24.24</td>
<td></td>
</tr>
<tr>
<td>18.37</td>
<td>12.53</td>
<td></td>
</tr>
<tr>
<td>11.80</td>
<td>6.88</td>
<td></td>
</tr>
</tbody>
</table>

Notes
(i) Households which did not sell any linen are included
(ii) 1 Leggeelle=1.22 metre
lower proportions of proto-industrial household labour’ (Pfister 1992b: 206). Examples are provided by several weaving communities in the Zürich region, as well as some villages near the town of Bielefeld (Westphalia, Germany), where high-quality linen was produced (Schlumbohm 1985: 381–6). It remains open to discussion to what extent Pfister’s model can explain the full variety in the social composition of the proto-industrial labour force across regions and branches of industries.4

2

Proto-industrialization equals proletarianization of labour?

If the original theory conceded that a rural proletariat was not necessarily a precondition for proto-industrialization, it nevertheless tended to suggest that over time a broad class of poor workers emerged in the course of proto-industrial development (Mendels 1972: 252–3; Kriedte, Medick and Schlumbohm 1981:74–93, 110–11). Some authors have integrated this aspect of proto-industrialization into a broader concept of proletarianization, seen as a dominant trend in the social history of the Western world since the middle ages (see for example Levine 1987 and Tilly 1984).

From a methodological point of view, this can be criticized as a teleological assumption (Quataert 1988:11). From the perspective of the rich empirical work carried out over the last two decades, it appears at least as an oversimplification (Clarkson 1985:49–50; Kriedte, Medick and Schlumbohm 1993:227–32). Even with regard to Franklin Mendels’ classical case, it has been argued that ‘in the course of the eighteenth century, this so-called pauperization never occurs in Flanders’ (Vandenbroeke 1984:920; cf. however Mendels 1984). In the parish of Laichingen studied by Hans Medick, ‘proletarianization’ would likewise be a misleading name for the social aspects of proto-industrial growth during the second half of the eighteenth century. While the number of weavers almost doubled, to the point that two-thirds of all households were weavers at the turn of the century, the proportion of those who owned nothing but a part of a house and a garden rose, and the share of the holders of medium-sized real property declined. Nevertheless, in absolute numbers the latter group grew as well; the proportion of those owning more than a house and garden, but less than a medium-sized property remained stable over time. Only one out of seven weavers could be considered as truly poor. A handful of weavers, on the other hand, made their way to the very top of the social pyramid by acquiring large amounts of land, at least by local standards.5 This looks more like a process of differentiation, and moreover at a modest scale, than proletarianization or even pauperization.

If by the mid-nineteenth century the landless and land-poor households in the Osnabrück Löwendeileen industry contributed more to total output than they had done forty years earlier, this cannot be ascribed to advancing proletarianization. Rather, it was the result of a declining participation of land-rich peasants in textile manufacture. Given the decreasing returns from linen production and the rising opportunities for agricultural intensification, the owners of large holdings opted for the latter alternative. In 1847–49, they cut their mean textile output by almost half, to just 56 per cent of what it had been in 1809–14. The property-less Heuerlinge had reduced their linen production as well, but
with fewer alternatives to make a living in other trades, they still sold 77 per cent of the quantities marketed in the beginning of the century. Smallholders stuck most stubbornly to the manufacturing of cloth, with their mid-century production still at 90 per cent of their former output. In spite of these shifts, a land-rich household continued to sell much more linen than less-endowed neighbours: about double the amount of a smallholder, and more than three times that of a landless peasant (table 7.1) (Schlumbohm 1994:70, 89–91).

In other regions continued endurance of ‘peasant-workers’ can be observed, not just during the period of proto-industrialization but also well into the era of factory-based industrialization and even into the twentieth century (Holmes and Quataert 1986). Of course it would not be much use to replace sweeping statements about proletarianization with equally global visions of continuity. Rather, changes over time, in periods of boom and of crisis and both in the agrarian and the industrial context, have to be analysed individually with care.

3 Social inequality or life-cycle mobility?

Once general assumptions about the (semi-)proletarian status of proto-industrial labour are abandoned, the whole concept of social inequality may be called into question. In some regional and local societies of pre-industrial Europe, what seem to be social classes in a cross-sectional perspective, can turn out to be stages in individual life courses. Not only has it been suggested that such a ‘cyclical mobility’ was a general characteristic of ‘peasant societies’ on the European continent (Macfarlane 1978a: 29–30), but in some proto-industrial regions an important intragenerational mobility has been observed. Men who started out as weavers gradually acquired more land and ended as propertied peasants. This amounts to accumulation, i.e. a de-proletarianization, during the course of a life.

Ulrich Pfister has uncovered indicators of this pattern in some villages of the Zürich region, though by no means everywhere. According to his model, he expects it to prevail wherever the institutional, social and economic conditions in a particular community allowed saving and investing in small steps. A flexible land market was particularly important as a precondition. Pfister goes on to try and explain the fundamental basis of economic behaviour of proto-industrial workers, which had already been a major issue in the theoretical debate. Were they utility maximizers, or were they oriented towards use-value and subsistence, preferring status consumption and leisure to additional income (Kriedte, Medick and Schlumbohm 1981:41–4, 100–1, 108, 114)? Pfister’s answer is that, in general, they were utility maximizers. However, where local social circumstances made incremental accumulation strategies impossible, or where proto-industrial incomes were too low to allow saving, a subsistence orientation would be expected to prevail (Pfister 1992a: 265, 274ff, 302–3, 347, 349, 370–3, 382–6, 389–92, and 1992b: 203, 221–2).

Although Pfister makes the most of the richness of his regional material, the aggregative nature of his data does not allow him to test whether the weavers who later became propertied peasants really saved the returns from their proto-industrial activities, or whether they inherited portions of land (cf. Pfister 1992a: 373–4) in the piecemeal way
observed in regions with egalitarian inheritance practices. Only micro-history can provide answers to that type of question. In Laichingen, during the ‘golden age’ of the linen trade in the late eighteenth century, Hans Medick found many weavers who accumulated considerable wealth, provided they lived long enough to overcome the critical early phases of the family life course. It was not unusual for them to double the amount of property they had inherited. Interestingly, the most successful groups were neither those who, in terms of what they inherited, were the richest nor the poorest, but rather those who started out with a small or medium-sized stock of capital (Medick 1996: 221–8). These results seem to lend support to the theoretical model that assumes that the poor may be unable to earn enough to accumulate significant savings, whereas rich villagers may be too satisfied with their status to be ambitious (Pfister 1992a: 276–80, 384–92).

4 Family labour

One of the assets of proto-industrialization theory may well be that it never adhered to a ‘male-breadwinner’ notion of labour. In all kinds of sources to do with cottage industries, the work of women and children is just too conspicuous to ignore. Perhaps some variants of the theory went too far in the opposite direction and developed too strong a concept of family labour and the family economy. The proto-industrial family was thought to have been an integrated unit of production, in which all members co-operated on the basis of an intra-family division of labour by age and sex (Kriedte, Medick and Schlumbohm 1981: 41–50, 54–63).

In some cases, this view of the family as a ‘miniature factory’ (Pinchbeck 1969: 113; Smelser 1959:56) has been confirmed by subsequent research. Usually however, the component stages of the proto-industrial production processes were divided between rather than within households. The division of labour could be organized much more flexibly in a larger labour pool than in the narrow unit of a family. Especially in the putting-out system, individual cottage workers were typically specialists in narrowly defined tasks, rather than each household involving itself in the full range of the production process. Within a family, several people often did the same work side by side (Knotter, in this volume; Kriedte, Medick and Schlumbohm 1993:223–4; also 1981:106–7). In the Krefeld silk industry for example, a master weaver often had several persons weaving but his children only did wheeling while his wife might clean the warp. The warp itself, however, was distributed by the putter-out, who also organized all the other stages of the manufacture (Kriedte 1991: 114–20). According to Pfister’s analysis of household lists in the villages of the canton of Zürich, families sought to optimize the earnings of individual members according to their capacities by age and sex, more than they strived for the autonomy of the family economy by undertaking as many steps in the manufacturing process as possible. In fact, in this highly diversified regional economy many households combined a variety of heterogeneous activities, with some members working in agriculture, others spinning wool, yet others weaving silk, and so on. In other families almost everyone did the same kind of work, such as spinning cotton (Pfister 1992a: 350–1, cf. 322, 362–4, 389; also 1989).
In another respect too, families were more flexible than was sometimes assumed in proto-industrialization theory. On the one hand, they did not necessarily keep their children at home until marriage. On the other hand, some proto-industrial households took in servants or lodgers in order to optimize their incomes (Pfister 1992a: 304–14; Tanner 1982:257–63). This implies that the household as a social unit was not identical with the family as a demographic unit, an observation that has important implications for some versions of the demographic model of proto-industrialization (Kriedte, Medick and Schlumbohm 1993:223–4; cf. Engelen 1994: 67–8).

5 Relations of production: from structures to strategies

During the early stages of the proto-industrialization debate, it was suggested that economic actors might behave according to a specific logic, depending on the type of relations of production (Kriedte, Medick and Schlumbohm 1981:94–111). Since then, the focus of interest has clearly shifted away from the construction of typologies to a detailed reconstruction of the complex reality of individual cases. This shift has encouraged a new perspective. Micro-history seeks to deal with the relations between individuals, however unequal they may be, not as reified structures but as connections that are produced, reproduced and changed by continuous negotiation among the actors involved. In this approach, the concept of ‘strategies’ has become crucial (cf. Fontaine and Schlumbohm 2000).

Although we do not yet have any in-depth studies along these lines of the relations of production in proto-industries, elements and fragments which do exist seem to suggest that studies of this type could bring interesting results. Let us take the relations between rural linen producers and urban merchants in Osnabrück, where the town authorities regulated the market in order to guarantee the quality of the products and to protect the weavers’ independence in an open Kaufsystem. As the Legge (market) ordinance of 1789 stated, some merchants had used credit ties to force many peasants to sell their linen exclusively to them. The danger of a quasi-monopoly appears to have been very real: in the years 1809–14 we find that eight linen merchants accounted for 97 per cent of the Osnabrück linen market. The first five bought 85 per cent of the cloth, the largest firm alone 41 per cent.

How did the small producers respond to this situation? By linking the entries in the register of linen sales to the households in the census list, we discover that most peasants again and again sold to different merchants. Seldom did a rustic weaver sell the four, three, or even two pieces he produced in a year to only one merchant (table 7.2). In the rare cases when a villager brought two pieces to the market on the same day, he would sell them to two different merchants. The Heuerlinge acted no differently from propertied peasants. Those who produced just one piece in a year seldom sold it to the merchant who had bought their linen the year before. This was plainly a systematic strategy. The small producers, scattered over the countryside and facing the oligopoly of urban merchants, appear to have striven anxiously to preserve their independence (Schlumbohm 1985:386–8). Even under the putting-out system, spinners in the Zürich region behaved in a similar
manner. Once the period of a contract (probably a week) was over, they turned to a
different employer, rarely if ever continuing to work for the old one.8

To be sure, there were many conflicts about price. But if they are studied in a broader
context, it turns out that often much more was at stake for the parties involved. When,
during the 1750s, the linen weavers in Württemberg refused to sell their cloth at the

Table 7.2 The linen producing households of the parish of Belm, by the number of merchants to
whom they sold, 1809–14

(a) By the total number of pieces of linen sold 1809–14

<table>
<thead>
<tr>
<th>Number of pieces</th>
<th>Number of merchants (row–%)</th>
<th>Row total (column–%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>3–6</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>7–12</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>13–18</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>19–</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>8</td>
<td>23</td>
</tr>
</tbody>
</table>

(b) By the number of pieces of linen sold in one year

<table>
<thead>
<tr>
<th>Number of pieces</th>
<th>Number of merchants (row–%)</th>
<th>Row total (column–%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>43</td>
<td>151</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>54</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>19</td>
</tr>
<tr>
<td>5–</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Total</td>
<td>55</td>
<td>228</td>
</tr>
</tbody>
</table>

Note
In table (a) each household is one case, if it sold more than one piece of linen in 1809–14. In table
(b) a household is considered as several cases, if it sold more than one piece of linen in several years.
official price, they were fighting for a fair price setting mechanism, and ultimately even for ‘free trade’. They wanted to be allowed to sell their products to whomever they wanted, and to be freed of the fetters imposed by the privileged linen company (Medick 1996:70–82; cf. Liu 1994:68–74).

The strategies of the various parties will be better understood if the behaviour of all actors involved in a relationship can be analysed at the same time. If, for example, merchant-manufacturers tried to tie workers to their firm by credit, weavers often sought commissions and credit from several putters-out, even if this violated official regulations. That is also the reason why they opposed the livret ouvrier and similar documents, which made control much easier.9 Institutions matter in this type of analysis: how did actors use them, or in what ways did they seek to reshape or to get round them? Often, more than just two parties were involved: middlemen mediated between producers and merchants, masters between journeymen and putters-out. Spinners, yarn collectors, weavers and entrepreneurs all had their own strategies.

The analysis obviously becomes much more complicated when each actor is observed in the multiplicity of fields in which he operates (cf. Fontaine 1996). In the Heuerling system of the Osnabrück region for instance, people were heavily dependent on the land-rich peasants who rented them a cottage with a tiny piece of land, and for whom they had to work whenever they were called upon. Although the poor sought to reduce this dependence by developing social ties with several propertied peasants and by changing from one farm to another, there was a strong element of paternalist subordination in the Heuerling-farmer relationship (Schlumbohm 1994:539f–620; also 1995). In the Osnabrück linen market however, the same persons insisted on their independence in a persistent, almost stubborn fashion. This would seem to suggest that the urban market was particularly important as a place of freedom to those who enjoyed little liberty in their village.

Ultimately, ‘economic’ strategies should not be isolated from ‘social’ and ‘cultural’ aspects of behaviour. Careful analysis of conflicts shows how closely they were interrelated. Sometimes, workers were prepared to accept financial disadvantages if the merchant-manufacturer respected their self-esteem and symbolically renounced his own superior power. On the other hand, once a conflict had broken out, action was often not confined to narrowly defined economic goals; the relation as a whole was at stake. Where paternalist care was neglected or absent, deference could soon turn into violence, and business come to a standstill (Kriedte 1991:118–24, 259–76, 302–26, 366–79; also 1997).

It might be objected that the sources are insufficient for a detailed analysis of the strategies of workers, merchants(-manufacturers), middlemen, and all the other actors involved in proto-industries. Of course it is true that evidence is always fragmentary. Nevertheless, business archives and account books can yield important clues to everyday transactions between merchants and workers or artisans. In addition, court records, particularly those of the conseils de prud’hommes,10 provide serial information on conflicts. The more they can be contextualised, the more information about each actor that can be assembled, the more they can reveal about patterns of behaviour. It may prove fruitful for future research to rethink relations of production in terms of permanent negotiations between actors who are pursuing their own strategies.
Notes

1 Mendels (1972:242); compare the discussion in Kriedte, Medick and Schlumbohm (1981: 14–17).
2 A useful introduction to this field is Amin and van der Linden (1996). The quotation is from the editors’ Introduction, pp. 3–4.
4 In its original version, the model included a third alternative: under certain conditions, there could be a positive linear relationship between the amount of land held by a family and the level of its proto-industrial activities. The Osnabrück Löwendleinen industry was then explicitly used as an example by Pfister (1992b: 205–6).
5 Medick (1996:191–205). During the early nineteenth century, economic trends tended to be less favourable to weavers (ibid. 244–63).
6 Sabean (1990:16, 189–93, 247–9, 259–61, 300–5). This, of course, was a major cause of life cycle mobility (ibid. 256–8, 479–80).
7 In the canton of Appenzell-Außerrhoden (Switzerland) the independent weaver conformed to this pattern, though not the wage weaver (Tanner 1982:239–63). In the production of Löwendleinen, we observed a similar pattern (Schlumbohm 1983:106–11).
8 Pfister (1992a: 261, 529–30), based on a list of spinners and their employers for one village in 1711.
10 They were used to some extent already, for example in Delsalle (1985); Schöttler (1985); Terrier (1996); Cottereau (1987).
Over the last twenty-five years or so the history of the family has advanced from a marginal and rather boring topic in the history and sociology curriculum to a subject of intensive study and debate. Some have spoken of an ‘explosion of family history’, maybe even in the literal sense that family history has been blown up and fragmented into widely diverging subjects and fields of interests (Ryan 1982). Michael Anderson’s *Approaches* (1980) to the history of the family have not only been continued but, in fact, multiplied. Students of the economic history of the family, of family labour, work roles and income, of the history of family structure and family formation, of marriage strategies and demographic behaviour, of emotional and sexual relations, of youth, old age, or in general the life course, all seem to go their own way, only superficially paying attention to the others. Family history has opened a whole new range of topics and questions about the nature and contents of past social change (cf. Hareven 1991), but precisely because of its very success, it has tended to become integrated into other fields of social, economic and cultural history, while at the same time losing its internal coherence.

From the 1970s, there have been attempts to overcome this fragmentation by combining the economic history of the family with other ‘family histories’. Several scholars have tried to relate the evolution of the family and of family behaviour to underlying economic parameters: the changing organization of work, labour relations or ‘modes of production’. The idea of the rural ‘proto-industrial family’, with its ascribed social, economic and demographic behaviour has been most influential in this respect. However, in spite of its enormous impact and the ongoing research and debate, the supposed relations remain subject to considerable doubt. The idea of proto-industrialization (the proliferation of rural cottage industry) as a stage in the development of industrial capitalism has been severely criticized, and a uniform relationship with marriage strategies, fertility and population growth has not, as yet, been firmly established. Several studies reflect an urgent need to re-think some of the basic ideas of proto-industrialization. In my opinion, the relative failure of the ‘proto-industrial family’ as an integral concept was inherent in the way it was originally conceived by Medick and others in the 1970s, as a stage in the evolution of the organization of work, or ‘mode of production’: the so-called ‘family economy’, characterized by the co-operative labour of the family as a unit of production (Medick 1976). This idea of the prevalence of such a specific pre-industrial or pre-capitalistic family economy was shared by several others in
this pioneering stage of the ‘household economics approach’ in family history (Anderson 1980, 65–84; also Tilly and Scott 1975, and 1977).

The concept of family economy was introduced in the 1970s into the emerging debates on proto-industry by Hans Medick and, more or less simultaneously, into debates on women’s work by Louise Tilly and Joan Scott. Their common idea was that, before industrialization, the household was a co-operative unit of production and labour. Family economy was defined by Medick as ‘a socio-economic formation that organizes and combines production, consumption and reproduction through the common labour relations of the family members’. For Medick the proto-industrial family essentially was a continuation of the peasant family. The proto-industrial family was just as much a unit of production and consumption as the peasant family, albeit that its existence was no longer tied to the transmission of property through inheritance but to the possibility of founding a family as a unit of labour (Medick 1976:299, 303). However important were the effects of this difference in his view, especially on demographic behaviour, the proto-industrial family economy basically evolved directly from the peasant family economy. It was seen as a stage in the evolution from peasant economy to capitalist industrial relations.

Tilly and Scott used the concept of family economy in a much wider sense. In their view, most pre-industrial productive activity, be it in urban craftshops or on the land, was based in a household. Just as Medick referred to the idea of a ‘household or domestic mode of production’, so they defined family economy by ‘the interdependence of work and residence, of household labor needs, subsistence requirements, and family relationships’. While recognizing important differences between craftsmen and peasants, and between families with property and those without, in all cases ‘the household was the center around which resources, labor, and consumption were balanced’. Even if peasant families barely subsisted on their land, their life was organized around the property, no matter how small the holding (Tilly and Scott 1977:12–13). When ‘the industrial mode of production replaced the domestic mode of production’ (ibid.: 63), the pre-industrial family economy gave way to the ‘family wage economy’, an income-pooling unit dependent on the wage labour by each of its members. In the 1987 reprint of Women, Work, and Family, however, Tilly and Scott appeared to have recognized some of the problems of family economy: ‘the household economy we depict in the pre-industrial period seems, in fact, to have been more complicated than we suggest. […] Wages seem to have been an important part of life […]. Our model of the pre-industrial family economy […] minimises the extent to which capitalist forms of production and exchange already existed in the eighteenth century’. However, in both Medick’s and Tilly and Scott’s still-influential original formulations, the majority of parents and children in the pre-industrial or proto-industrial family economy were supposed to have worked together in a unitary household, based in or immediately around their home. As such, the family economy differed fundamentally from the proletarian family wage economy, or—in a later stage—the family consumer economy.

In this essay I intend to review the historiography on the subject and to make an inventory of criticisms of the concept of pre-industrial or proto-industrial family economy. I do not question the argument that the labour of individual historical actors can be understood in terms of family position (daughters, wives, husbands, sons),
an argument I value as a major breakthrough in both labour history and family history. However, after some twenty-five years of research and debate, it seems appropriate to reflect once more on the explanatory and analytical value of the concept of family economy and its meaning in the history of European labour relations. By focusing on the interrelationship of ‘family strategies’, household economics and labour markets, some serious deficiencies of the concept of family economy are brought to light. In the process of adaptation to the opportunities and constraints of resources and employment in specific economic and ecological settings people appear to allocate and co-ordinate their labour within the family in much more varied ways than was originally assumed. Labour markets are important in this process as far as wage labour is concerned. Depending on the degree to which wage labour determines employment opportunities, labour markets will determine family income strategies and the allocation of labour time of individual family members. The way people act and adapt their behaviour to changing employment opportunities can be labelled a strategy, defined as a pattern of behaviour consciously undertaken to achieve a specific goal, in this case perhaps simply to gain a living. This strategy is supposed to be related to, or aimed at, the well-being and the cohesion of the family as a social group, however defined; hence ‘family strategy’. This, of course, is not to deny ‘co-operative conflicts’ in family behaviour. Coping with conflicts can also be considered a ‘family strategy’ based on ‘principles that inform bargained interdependent decisions’. More than the rather static concept of family economy, the dynamic concept of ‘family strategies’ presupposes interacting people who actively help determine their own lives and circumstances.

1 Origins of the concept of family economy: Chayanov and his critics

The original formulations in the 1970s of the idea of an historic family economy were highly indebted to the so-called ‘mode of production’ controversy in economic anthropology and to the idea of the ‘peasant economy’ as a specific mode of production. The theories of the Russian economist Chayanov were crucial here; his writings clearly inspired Medick as well as Tilly and Scott to formulate their ideas about the peasant, proto-industrial and artisan or, in general, ‘pre-industrial’ family as a unit of production and the family economy as a stage in the history of labour relations. Their work reflected the contemporary fascination of Third-World sociologists with Chayanov’s theories on the Russian peasantry. Many combined the idea of the peasantry as a special social category with structuralist notions about the ‘articulation of modes of production’, at that time very popular among anthropologists inspired by neo-Marxist structuralism, of Louis Althusser for example.

Admittedly, the structuralism of the concept of the (peasant) household as a ‘mode of production’ and its ‘articulation’ has also been challenged in Third World sociology by a view of household economics as a set of intentional strategies resulting in a variable mix of waged and non-waged work (Wallerstein and Smith 1992). There has never been an overall acceptance of the Chayanovian perspective in Third-World peasant studies, as a
glance through the *Journal of Peasant Studies* will reveal. Since the late 1970s the debate over Chayanov in that and other journals has acquired the dimensions of what may be called a minor industry, and among much ideological hot air some fundamental criticisms brought forward in this debate may also be singled out as being particularly relevant to the historical use of the concept of family economy.\(^{10}\) In its pure form, Chayanov’s peasant family farm is an isolated unit of production, distribution and consumption. As it is operated by the co-operative efforts of the family, without outside labour, its prevalence presupposes the virtual absence of a market for wage labour.\(^{11}\) Having no objective measure of real labour costs, the peasant family tends to stress its ‘drudgery’ below opportunity costs, a tendency Chayanov labelled ‘self-exploitation’. The peasant family would prefer working on its own farm even if marginal income from off-farm labour would be higher; in other words, even if more could be earned in alternative occupations. The peasant family balances consumption needs and resources by adding and reducing land according to family size. Differences in farm size and amounts of land owned are primarily explained not by social differences but by the changing composition of the family during the family life-cycle. Inequality within peasant society is cyclical, not structural. The extent of non-agricultural supplementary employments in wage-labour crafts and trades is just a temporary element in the balancing of labour and consumption, not a structural aspect of the differentiation of the peasantry (cf. Chayanov 1966:101ff). The development of a rural labour-surplus of migrant and other forms of wage labour is analysed in the context of family economy, and not of emerging labour markets or a ‘wage economy’.

Criticism of this Chayanovian approach has centred on the tendency for the concept of the peasantry as a unified social category to incorporate many contrasting forms of production and social organization, and to obscure social dynamics. The approach ignores the effects of processes of social differentiation in the countryside and their impact on internal differentiation of work and labour relations of family members on and off the farm, influenced by age and gender. The crucial question is that of the allocation of labour time between work on the farm, off-farm hired work, non-agricultural (supplementary) employments, and leisure. If wage labour and non-agricultural work are structural rather than cyclical or additional elements of the resources of the peasant family, it has to be assumed that the family employs a rational strategy to achieve an optimal allocation of labour time and therefore measures real opportunity costs. This is more likely than, and in fact incompatible with, Chayanov’s central doctrine of ‘self-exploitation’.\(^{12}\) The Chayanovian peasant appears to be a kind of ideal-type construct, modelled on the ‘middle peasant’. In social and historical reality however, the poor peasant’s family is not a co-operative unit of production at all, but structurally dependent on a combination of different resources and occupations of different family members, connecting the fate of the land-poor or landless peasant family with that of other families and the outside world through the operation of a market for wage labour.\(^{13}\) The poor peasant’s family is rather a source of labour supply than a unit of production. With many regional variations and time-lags this seems the more realistic approach for a major part of the rural population in pre-industrial Europe, at least since the seventeenth or eighteenth century, and, for some regions in north-western Europe (especially in parts of the Low Countries and England), \(^{136\text{AD KNOTTER}}\)
even much earlier. There is abundant proof that between the sixteenth and eighteenth centuries, Europe’s peasantry had dissolved into very different societal complexes.\textsuperscript{14}

2

Peasant differentiation and allocation of labour in the proto-industrial family

In the debate over the proto-industrial family economy, the social differentiation of the rural community and the internal differentiation of work inside the family remain unsolved problems. Originally, work roles of different family members were thought to be characterized by a unified organization of family labour to maximize the productive capacity of the domestic unit. In this view the ‘self-exploitation’ of the proto-industrial family as a production unit allowed merchants to pay extremely low wages and induced the family to adapt its reproductive behaviour to enlarge its productive potential. In a later contribution to the debate, however, Kriedte, Medick and Schlumbohm (1993:223–4) seemed to retreat from this cornerstone of their argument, admitting that ‘the cooperative division of labour did not invariably occur within the household’. In some interesting analyses of the allocation of labour time in proto-industrial families, the Swiss historian Ulrich Pfister (1991; 1992a: 264–80; 1992b) concluded that the labour of the family was not necessarily as co-operative as it would be in a unit of production, but could also be highly diversified, depending on the social position of the family and on local circumstances. Households exclusively engaged in manufacturing were perhaps more a phenomenon of the transition to industrialization than proto-industrialization as such, he suggested (Pfister 1992b: 222). In the classical period, probably a combination of various employments was more typical, such as female spinning with male wage-labour or a domestic craft and some subsistence farming, in the way of an ‘economy of make-shifts’ (Hufton 1974) or an ‘adaptive family economy’ (Wall 1986a). In contrast to Medick’s adoption of the Chayanovian concept of ‘self-exploitation’, Pfister preferred a neo-classical approach of utility-maximizing behaviour (within certain limits): the proto-industrial peasant family aimed at an optimal allocation of its labour time to increase its earnings, flexibly adapting its labour to regional and interregional market forces.\textsuperscript{15}

Pfister and other researchers clearly showed that rural domestic industries could take variable forms, from individual or co-operative family labour by poor peasants to supplementary employment in rich or middle peasants’ households.\textsuperscript{16} Kriedte et al. were therefore probably right to distance themselves from ideas like, for instance, Charles Tilly’s about proto-industrialization as a part or stage of a unilinear and irreversible long-term process of proletarianization. The problem is that, like proletarianization, the proliferation of cottage industry in the countryside is neither a uniform or unilinear process, nor a stage. I do agree, however, with their conclusion that ‘extensive involvement in rural industry seems to have required a process of social differentiation, leading to the emergence of a stratum of small peasants or sub-peasants who had to turn to cottage industry to survive’ (Kriedte, Medick and Schlumbohm 1993:229).

In this context their subsequent reference to the concept of ‘peasant ecotype’ is important. This concept, first introduced by the Swedish anthropologist Orvar Löfgren,
has been further developed by Michael Mitterauer (1986, 1992b; also Rudolph 1992:122) as an alternative to the concept of a uniform peasant family economy. Löfgren’s peasant ecotypes were conceived as resulting from flexible strategies to cope with processes of proletarianization, variably exploiting natural resources as these differ in regionally specific ecological settings. Mitterauer’s approach seeks to place rural labour relations within and outside the family in the context of the economic and physical specificities of the regional environment, and of ‘cultures’ of work developed on the basis of these specificities. According to Mitterauer, at least two types of family have to be distinguished in pre-industrial rural societies: those of peasants and those of a ‘sub-peasant strata’ (in German: unterbäuerliche Schichten), or semi-proletarians. The concept of family economy is not applicable to the ‘sub-peasant strata’. These clearly cannot be defined as units of production; they are more dependent on supra-regional markets and are particularly influenced by their wage relationship with the peasant strata. As far as proto-industry is concerned, Mitterauer (1992b: 152, 155) argued that a ‘pluralism of activities is to be respected in a discussion of the proto-industrial family economy’. The activities of rural lower-class families ‘included different kinds of wage work, industrial production, and cultivation of their own plots’. The growth of various types of domestic industry in rural areas was only one of several possible strategies employed by ‘sub-peasants’ to combat their impoverishment. In many cases, proto-industrialization concerned only the women; in other cases men helped in the textile industry only during the winter months. There were also proto-industrial activities that were performed predominantly by men.

3

Pre-industrial family economy and women’s labour

The idea of the family economy as a stage in the history of European labour relations was derived not only from prevailing theories in Third-World sociology but also from earlier writings. Both Medick and Tilly and Scott were able to build on historical work in the field of the history of the family, labour relations and women’s work in the German and English speaking countries. The elaboration of the concept of proto-industry by Medick and his co-authors Kriedte and Schlabumohn (1981:2–5), for example, owed much to nineteenth and early twentieth-century German research on the evolution of home industries by the ‘historical school in economics’. It is, perhaps, no coincidence that historians belonging to this school thought of economic history pre-eminently as a phased evolution of industrial organization. Medick also related his Chayanovian conception of the proto-industrial family to Otto Brunner’s (1968) influential concept of das ganze Haus as a basic institution of production, consumption, and co-habitation, governed by its own rules of internal cohesion. However, in German social historiography, both the economic foundations of this idea and its social and ideological implications now appear highly controversial. H.U. Wehler, for instance, considered it a ‘legend’, because it grossly underestimated the influence of market forces in peasant and artisan production alike (quoted in Opitz 1994). Claudia Opitz (1994), in her inaugural lecture, argued in favour of an approach of dynamic ‘family strategies’, against the closed and static concept of das ganze Haus.
In their work, Tilly and Scott in essence only reformulated the interpretations of pre-war British feminist historians in Chayanovian terms. Since the writings of Alice Clark, Ivy Pinchbeck and others, the notion of a pre-industrial family-based household economy has been well established in feminist history and sociology. In rural and urban production, housekeeping and productive functions were thought to be integrated, and women were supposed to have an important role in family production. On the basis of this English research, it has generally been assumed that in the family economy, women’s work and female subordination differed markedly in the pre-industrial period from what was to follow. The introduction of the concept of family economy by Tilly and Scott allowed feminist historians to give these ideas theoretical support and justification.

However, empirical historical research and reflection on the household economics of pre-industrial English families have increasingly cast doubt on the usefulness of this generalized model. Though neither the first nor the only ones, Peter Laslett (1983) and Richard Wall (1986a and b) were surely among the best-known historians to criticize the idea of family economy and to argue that the pre-industrial family or household often failed to function as a ‘work group’. For Laslett, the overriding issue was, again, the degree of social differentiation. Where in consequence of such differentiation there were heads of households who had to go out to work in order to earn or supplement the family living, that is, where a labour market existed, not every domestic unit could have been a work-group: ‘The family economy of the poor was not, in itself, a work economy’ (Laslett 1983:543, 547). His and Wall’s objection, that ‘the family economy appears to exclude the very possibility of wage labour’, is reminiscent of the arguments against the Chayanovian construct of a ‘peasant economy’ as already mentioned. To avoid the dichotomy of family formation based on household labour versus wage labour and to take due account of the varied strategies of those who had to survive on the proceeds of their labour, Wall introduced the concept of the ‘adaptive family economy’. This was to prove particularly helpful in the interpretation of household economics in societies where household-based labour co-existed with a wage economy.

In women’s history serious doubts have arisen about the supposedly greater sexual equality in the pre-industrial or pre-capitalist economy. It has been argued that female independent participation in urban crafts was, by and large, the preserve of widows, whose position had been reached during their married life. In spite of attempts, such as those of Martha Howell (1986a and b) to push the notion of a ‘golden age’ of at least urban women’s work in the family economy back into the middle ages, most studies of medieval or pre-modern women’s work show that their disadvantaged status as workers was a pervasive feature of economic life both before and after 1500: women have generally been clustered in low-skilled, low-status, low-paying occupations. Peasant women as well as urban women lacked equal access to economic resources, and had to accommodate their working lives to the demands of men and family. In an historical overview of women’s work and the family economy, Pat Hudson and Robert Lee (1990), while adhering to the model of a preliminary stage of the family production unit, were also highly sceptical of the supposedly higher labour status of women associated with it (see also Berg 1987). The temporal sequence of organizational change from the traditional family economy to the family wage economy as originally suggested by Tilly and Scott was
considered to be only of limited use. Instead, they argued, women’s work should be examined in the context of ‘regionally-divergent gender-specific labour markets and local configurations of female employment opportunities in both formal and non-formal activities’ (Hudson and Lee 1990:33).

These and other criticisms led Michael Anderson (1992:131) to conclude in a review of family history in Britain since the appearance of his *Approaches*, ‘that in much of England it has been a very long time since the majority of parents and children worked together in a unitary household economy, based in or immediately around their own home’. Instead, a large part of the population, who lived close to, or below, the margins of subsistence, had to employ varying ‘coping strategies’ to obtain the necessary resources, a way of behaving clearly considered by Anderson to be at variance with the concept of pre-industrial family economy. According to Anderson, since medieval times substantial numbers of British labourers had to leave home to hire themselves out to someone else, while their wives engaged in some quite different economic activity. It is also clear that a very high proportion of urban workers’ wives were not engaged in the same trades as their husbands.

To sum up. Many analysts of the household economy of the pre-industrial European family have stressed the inadequacy of the concept of the co-operative self-exploiting family economy because it ignores the differentiation of work and labour relations in peasant, proto-industrial and artisan production, and because it underestimates the extent of wage labour and the impact of labour markets in pre-industrial society. Against the structuralist and functionalist notion of a ‘household mode of production’, based on ‘self-exploitation’, they have put forward the idea of ‘strategies’ of the labouring family to cope with processes of impoverishment, to adapt itself to changing resources and employment opportunities, and to (re)allocate its labour time accordingly in the most profitable way. In contrast to a powerful feminist tradition, these strategies did not create inequalities in men’s work and women’s work, but were built upon existing gendered divisions. All in all, the evolutionary thinking of labour and the family as a phased succession of more or less uniform structures, like the concept of family economy, should be abandoned. A consideration of flexible ‘family strategies’ is more helpful to understand the spatial and temporal variations in the organization and allocation of labour in the family. In the next sections I examine these issues in greater detail.

4

A medieval wage economy?

A discussion of the incidence and meaning of the peasant family economy in the history of European labour relations can start best from the most extreme position taken by Alan Macfarlane (1978a, also 1978b and 1984), who flatly denied its historic existence in England, at least from the thirteenth century on. Macfarlane deliberately omitted any reference to the work of Chayanov in order to avoid ‘becoming involved in the heated debate between Populists and Marxists’ (1978a: 15 n. 31), but the model of the peasant economy he chose to disclaim is clearly derived from Chayanov. The core of his argument is that a market economy of independent producers, employing wage labour rather than
family labour, was already present in England in the middle ages. To prove this, he focused on the existence of individual ownership and a market for private land sales. His discussion of the extent of wage labour in the medieval English countryside, however, is very limited and, in fact, completely inadequate. His claims are very poorly documented, and servants and hired wage-labourers were arbitrarily lumped together (Macfarlane 1978a: 147–50). There is no account of any dynamics of social differentiation: the incidence of wage labour is deemed enough to prove the existence of a full-blown labour market, even in thirteenth-century England. In a much more sophisticated analysis of family and non-family peasant labour, however, R.M. Smith (1984:22–38) enlisted evidence of ‘an impressive array of scholars’ suggesting that in the late thirteenth century ‘between 40 and 70 per cent of holdings were too small to absorb the labour of those families resident upon them’ (quotes on pp. 23 and 31). He argued that we could not expect to find that the family labour farm à la Chayanov was the norm in the more densely populated regions. Rather, there was a potential amalgam of non-paid family and wage-paid non-family labour, so that there were ‘relations of production developing through labour markets’. However, in his argument, Smith also lumped in-door service and out-door wage labour together as non-familial labour.

This view contrasts sharply with that of British medievalists of whom Rodney Hilton is perhaps the most outspoken. He painted the medieval English village essentially as a ‘peasant economy’ in the Chayanovian sense. Servants were exchanged between households, and although there was a ‘division between the ploughman-husbandman and the hired labourer’, the antagonistic element between household economies was modified by a system of mutual adjustment, only partly operating through the market. Antagonisms in the village were overshadowed by the social gulf dividing peasants and landlords. There was a considerable number of servants living-in, often the younger offspring of other peasant families, who must not be confused with labourers who had their own independent households. Inequality among medieval peasants was determined by several factors with varying force at different times, but generally not by the development of markets for agricultural commodities and labour. The number of labourers with small holdings was determined by cycles of population growth and deprivation, not the development of a stratum of prosperous farmers enriching themselves through the market (Hilton 1977). Not until the fifteenth century, according to Hilton, did developments in the feudal economy allow the ‘retention of surplus on the peasant holding’, resulting ‘in a considerable degree of prosperity in the peasant economy’, ‘a regrouping of settlement’, and ‘the appearance of holdings of considerable size’; that is, a structural differentiation of the peasantry (Hilton in Aston and Philpin 1985:133–5).

Whatever the merits of these conflicting opinions, the increasing social differentiation of the peasantry in the following centuries is a classical topic in British social and agricultural historiography, known as the problem of ‘the disappearance of the small landowner’. There are two related questions that arise from the above discussion: first, in what ways did the social differentiation of the peasantry result in the development of rural labour markets; second, to what extent can unmarried, living-in servants be considered to have formed a part of an emerging class of agricultural wage labourers?
5
Farm regions and peasant differentiation after the sixteenth century

There has been a tendency amongst scholars to stress the regional diversification of agrarian systems and rural social relations in this period, as in the authoritative work of Joan Thirsk.26 The extreme polarization that was once thought to typify the whole of the English countryside was, in fact, typical only of regions of arable (or mixed) farming concentrated in the southern and eastern parts of the country. Here, a class of commercial large-scale farmers, who were already prospering by the sixteenth century, were faced with an increasing number of landless or almost landless cottagers and labourers. Their ranks were swelled by peasants who had been forced to give up their holdings, and by the natural increase of the population. In the pastoral districts in the middle and northern parts of the country, small-scale peasant farming seems to have fared considerably better. No completely landless proletariat emerged there. Instead, population growth led to an increasing number of very small holdings. However, a division into arable and pastoral districts is a very broad generalization. In practice, many smaller farming regions with varied ways of making a livelihood can be identified (Thirsk 1987). There were many areas where a kind of peasant economy persisted through the centuries well into the nineteenth century, as Mick Reed (1984, and 1986/7) argued. Close reading of his argument, however, may reveal that his examples could be more appropriately analysed as ‘peasant ecotypes’ (as will be argued below).

Both the peasant holdings described by Reed and those in the seventeenth-century pastoral districts were too small to provide a livelihood. Access to common or waste land for livestock pasturage, supply of fuel and other necessities enabled the growth of smallholdings in the pastoral areas in the seventeenth century. Opportunities for small peasant families to supplement their income from non-agricultural sources were often available as well. It was no coincidence, Joan Thirsk (1984b) argued, that these northern and midland areas were to become the heartland of rural industry, and later, of the Industrial Revolution. In an important essay on seventeenth-century agriculture and social change, she compared this seventeenth-century type with the twentieth-century phenomenon of ‘worker-peasants’ who, until recently, continued their own way of life in various parts of continental Europe, and who have attracted much attention from social anthropologists (Thirsk 1984a:211).

Contrasting social developments in agrarian regions challenges approaches based on national comparisons, as Robert Brenner’s (1985a). This becomes apparent in J.P. Cooper’s contribution to the ‘Brenner debate’, in which he criticized Brenner for underestimating the extent of diversity in the development in France’s agrarian regions and social relations. In the grain producing areas in northern France, in upper Normandy, Île-de-France, Picardy and Champagne, there was a great loss of peasant property when holdings were joined into larger farms in the sixteenth and seventeenth centuries, thus making these regions resemble the arable-farming areas of lowland England.27 The proportion of wage labour in the rural population of northern France in the sixteenth century suggests to have been almost the same as that in comparable parts of England, c.
25 per cent. In the southern and eastern parts of France, pastoral farming was more important and farms were smaller. Cooper argued that it would be too rash to take the whole of France to be a peasant-dominated economy in Chayanov’s sense. In many ways it was as market-dominated as England, with trends and potentials not qualitatively different (Cooper in Aston and Philpin 1985:168, 180–1).

In general, a regional approach underlining the variations of labour relations in the countryside during the early modern period seems more adequate than generalizing about a uniform ‘pre-industrial’ peasant family economy. The Netherlands is a case in point: in the sixteenth and seventeenth centuries a highly commercialized agriculture developed in the coastal provinces in the west and the north, based on specialized farms using wage labour. On the sandy soils in the eastern and southern provinces a more peasant-like economy remained in existence where wage work was much less important. The relevance of Chayanovian concepts to the eastern and southern agriculture in the eighteenth and nineteenth centuries, however, is still open to debate. It is clear that in the east the number of cottagers in the lower strata, who were partly dependent on waged farm labour or industrial supplementary employment, grew markedly in the eighteenth century (although no substantial landless proletariat emerged) (Bieleman 1987:127–51; Slicher van Bath 1957). Social differentiation in village communities increased as a result of population growth and probably also as a social effect of the increasing market orientation in agricultural production. In the light of this debate on the rural economy in the eastern provinces of the Netherlands, it is significant that Josef Mooser in his study of the more or less similar rural society of adjacent Westphalia in the late eighteenth and early nineteenth centuries was very ambiguous about the idea of a homogeneous ‘peasant society’. The book’s title Ländliche Klassengesellschaft (‘Rural Class Society’) is programmatic in this respect. Mooser (1984:25–6) emphasized the social differentiation of the peasantry, however with the important qualification that social divisions were not uniformly based on opposite positions in the labour market. Following the criticisms already discussed, he considered the Chayanovian model of the self-exploitive peasant family balancing labour and resources around the property to be ‘a-historical’. Like his British counterparts, he concluded that the family economy of the lower strata can be better understood as an adaptive economy of survival or ‘make-shifts’, combining several types of resources (Mooser 1984:73).

6 Servants, family economy and agrarian labour markets

The question concerning the position of servants is very important in the context of the operation of the peasant family farm. In his essay on the developmental cycle of the peasant household, Lutz Berkner argued that servants were hired and dismissed with the phases of the life cycle of the family (Berkner 1972). Servants were employed to bring the labour of the family into balance with the land available for it. In Russia the relative stability of the rural community was achieved by expanding and contracting the size of the farm and redistribution of land (as Chayanov had pointed out). In countries where the institution of service prevailed, it was achieved by the circulation of unmarried youth,
who were considered to be members of the host-family. In the early years of marriage servants did the work for which the children were still too young. As the children grew up they replaced the servants or became servants in other households.

Berkner, and in fact all who have done serious research on the topic, understand service as a peculiar institution, part of the agricultural labour force in the peasant family economy, and not necessarily of an agricultural labouring class, like young proletarians. So in any search for evidence of increasing differentiation and the growth of a class of near landless labourers, the issue of service must be resolved. The social position of servants in husbandry in early modern England was analysed in depth by Ann Kussmaul (1981) in a remarkably elegant study. She observed that large and small farmers sent their sons and daughters into farm service, not out of economic necessity, but in order ‘to take their places in the economic life of the household’ (similar to Berkner’s argument) (Kussmaul 1981:76). While the institution of service may not simply have been a temporary extension of the agricultural proletariat into the household of farmers, it is nevertheless very likely that more labourers than farmers sent their children into service. Increasingly, servants became part of a wage economy, not merely of the family economy. This can be concluded from Kussmaul’s argument that the farmer’s choice to recruit servants or day-labourers to do the work on the farm varied according to the tightening or relaxation of the labour market, as influenced by population movements, changes in the cost of living, and real wages. The effect of population growth was to create a mass of poor adult labourers in need of wage work. In such a situation, farmers preferred labourers above servants, while in periods of stagnating or declining population and labour scarcity, they were inclined to ascertain of a continuous supply of labour throughout the year by binding youths to annual contracts and by keeping them on the farm (Kussmaul 1981:100–1). Thus, the composition of the rural labour force was like a ‘dual labour market’: servants gave farmers a reliable core around which to shape their external labour force according to their needs.

The cycles of change Kussmaul observed were not evenly spread across the country. Because of the pronounced seasonality of work, grain production caused farmers to hire more temporary wage labourers than permanent servants. Animal husbandry used more servants, because the work was more continuous (Kussmaul 1981:104). In his essay on peasant ecotypes’, Mitterauer (1992b: 149) differentiated in an analogous way between two main types of rural labour relations; those employing farmhands or servants, and those employing day labourers (Gesindegesellschaften and Taglöhnergesellschaften). Farmhands participated in all activities of family life, day labourers worked on short contracts and were not integrated into the family. Nowhere, he argued, can both types be found in their pure form. Combining these types of labour recruitment with rural ecotypes, he observed a remarkable correspondence between family economies with servants and cattle raising. Different types of grain farming had a mixed composition of the labour force, while viticulture worked predominantly with day labourers.
Peasant ecotypes and gender-specific work patterns in agriculture

Even more important to the ecotype approach than the contrast between farm regions using wage labour and those predominantly using family labour, is the emergence of a variety of labour relations within and outside the family in the process of adaptation to different ecological settings. The ecotype approach seeks to combine the perspective of the anthropological research tradition of ‘cultural ecology’ with social and economic developments. An ecotype can be defined as a pattern of resource exploitation, or ecological adaptation, within a given macro-economic framework, resulting in specific regional and inter-regional ‘cultural complexes’ of social networks, labour relations, cultural norms and perceptions.33 Both Mitterauer and Löfgren emphasized the regional variety of labour relations under the impact of different modes of ecological adaptation in pre-industrial society. To a large extent, access to natural resources, such as soils of differing fertility, peat bogs or other wasteland, seas, and mineral deposits, determined the development of work and local labour relations. In his research on labour organization and family forms, Mitterauer distinguished four historical ecotypes in Austria that determined the labour organization in the peasant family: ecotypes based on cattle raising, on arable farming, on viticulture and on cottage industry. While these four types were heterogeneous in themselves, the character of rural families as work-groups and the proportion of wage labour used in and outside the family varied according to different organizational forms, ranging from the isolated peasant family farm to rural activities predominantly based on wage labour, such as forestry or mining.

Of course, many other ecotypes are conceivable. In north-western Europe, ecotypes based on access to the sea are immediately obvious, like different types of fishing and seafaring. In Holland one also finds what Löfgren in his Swedish research designated as ‘marginal ecotypes’ of coastal villages.34 As the sea ‘represented an open, common-property resource’, landless peasants were able to establish themselves as small fishermen, combining their coastal fishing with other activities, such as seafaring. Löfgren pointed out other aspects in Swedish regions. Population growth and a shift towards a market-oriented agrarian economy in the nineteenth century forced growing groups of landless labourers and peasant smallholders to proliferate new ‘marginal adaptations’ to local economic and ecological situations. The ecological setting determined the heterogeneous outcome of what, on a macro-level, appears to be a uniform process of proletarianization: the emergence of day-labourers in grain-growing plains, crofter-fishermen along the coast, cottagers in wood and heathlands, peasant-workers close to emerging industrial centres, and so on. As a consequence of the increasing differentiation in the rural community, varying organizational types of household economies emerged. Löfgren set the centrifugal farmstead of the well-to-do landed peasant as an integrated production unit and a focal point for family and non-family labour, against the centripetal homestead of cottagers and farm labourers, functioning as a base of operation, at the two ends of the social continuum. If, however, the poor family’s labour could be used
intensively, for instance in cottage industries, the economic integration of the domestic unit could become stronger (Löfgren 1974:28–9).

Löfgren detected several structural similarities in the patterns of marginal ecological and economic adaptation. First, they were based upon the exploitation of marginal resources with the use of family labour. Second, there was generally an attempt to keep up some sort of agricultural production, mainly potatoes (hence the nickname ‘potato people’). Third, industrial crafts were developed that could form a basis for market exchange. Fourth, these activities were often combined with seasonal wage labour, whether farm labour nearby or migrant labour far away. Löfgren concluded that the households of such poor peasant families, typically engaged in ‘occupational pluralism’, had to co-ordinate the many short-term activities into a complex annual production or labour cycle with marked seasonal variations within a gendered and generational division of labour (Löfgren 1978:103).

The gender-specific division of peasant labour was, in turn, subject to considerable local, regional, and class-specific variation. In spite of some interesting discussions on universal biological and socio-cultural determinants of women’s work roles in European agriculture (for example, by Mitterauer) women seem to have carried out a wide variety of tasks. The available historical evidence fails to reveal any rigid or inflexible pattern, either over time or space (Lee 1990). First, there is abundant proof (for nineteenth-century Germany, at least) that the modernization of agriculture, associated with the intensification of crops and the diffusion of new technology on the land, required a reallocation of individual labour tasks within the peasant household. Second, the work role of women was correlated with the size of holding and family income: the influence of socio-cultural constraints on female work was necessarily weaker in smallholding and proletarian households (Lee 1990:57; see also Löfgren 1975). Third, as agricultural change and social differentiation did not develop uniformly, the regional ecotype itself appears to have been an important determinant of the gender-specific division of labour. This was particularly stressed by Löfgren (1975). In his view, varieties in the gender-specific allocation of labour resulted mainly from a flexible adaptation of work roles to ecological and economic conditions. In this context he pointed to the annual labour cycle of marginal peasant ecotypes, based on a plurality of activities during the year. In many regions, the seasonal mobility of the men forced peasant women to perform the presumably male tasks on the farm.

8

Labour cycle and rural labour markets: migrant labour, proto-industry and proletarianization

Löfgren’s representation of the poor rural family’s labour in an annual cycle has more than just descriptive value. The labour cycle determines how the various resources of the members of the family are combined throughout the year. The poor family’s different labour tasks are arranged in such a way as to achieve an optimal allocation of its available labour time during the year. The members of the family cannot choose jobs according to earning differentials or opportunity costs alone, as they would do according to neo-
classical economic theory. They have to co-ordinate their labour efforts among themselves and adapt to seasonal variations in labour demand in specific economic and ecological settings.

The analytical consequences of the concept of the annual cycle of family labour become particularly clear in the study of migrant labour in pre-industrial Europe by Jan Lucassen (1987). As each component of the cycle is equally important to generate the collective income fund, he argued, a labour cycle once established tends to become a closed system, unaffected by minor or temporary changes in the labour market. However, more permanent changes in one of its components can lead to a complete restructuring of the cycle itself, sometimes even to the point where the peasant holding has to be abandoned (in which case proletarianization is completed), and migrant labour has to become permanent migration. It is important to note, however, that this is not necessarily the outcome of a restructuring of the cycle: other combinations of work on and off the farm or a reshaping of migration flows are conceivable as well. Again, the point seems to be that there is no unilinear, progressive development of labour relations from peasant to proletarian.

The concept of the labour cycle, because it recognizes flexibility within structural constraints, can thus provide a more complete and dynamic picture of the income strategies of the early-modern rural poor and their interrelationship with labour markets than can the static Chayanovian interpretation of the peasant or proto-industrial family economy. The differentiated nature of these strategies in the rural economies of pre-industrial Europe can be explained more adequately. This will be even more obvious when we look more closely at three aspects of the interdependence of family income strategies and rural labour markets: first, the development of migrant labour and its intersection with rural industry; second, proto-industrialization and the gender division of labour; third, processes of proletarianization.

As becomes clear from Lucassen’s study, the sheer extent of seasonal migrant labour in pre-industrial Europe would refute any attempt to ignore the impact of labour markets on the income strategies of the labouring poor. In the context of a discussion of the labour cycle, the relationship of migrant labour with cottage industry is particularly interesting. Although there are instances where both were included in the family’s labour cycle, in most cases they seem to have been mutually exclusive. In another context, cottage industry and migrant labour have been differentiated as ‘continuous’ and ‘discontinuous’ peasant-worker strategies (Holmes and Quataert 1986). Both Lucassen (1987) and Mooser (1984:242) observed that in the German ‘push’ areas of migrant labour in Westphalia, proto-industry was less developed, while in proto-industrial (weaving) areas, migrant labour was virtually non-existent. Spinning, as a female activity, could more easily be combined with male migrant labour (see also van Zanden 1993a:165). Pfister (1992a:422–3) reached a similar conclusion for the northern Swiss Alps: the market for agrarian migrant labour in the bordering German areas resulted in relatively little development of proto-industry. In a somewhat different fashion the sizeable migrant labour (of building workers) in the nearby Austrian region of Vorarlberg was progressively replaced by proto-industry in the eighteenth century (Fitz 1985). Only then
did the poor peasant’s family become a production unit. In other words, labour was becoming ‘familiarized’ (Mitterauer 1992b:154–5; and 1986:234–5).

Migrant labour seems to have been similarly absent in areas with a strong regional demand for agricultural wage labour (Lucassen 1987:35–9, 48–52). The seasonal nature of most agricultural labour, however, forced families to adopt other kinds of work to complete a full annual labour cycle. This was clearly shown by Gay Gullickson (1986:58–62) in her research on the French proto-industrial Pays de Caux, north of the textile city of Rouen. She maintained that if work in cottage industries had not been available to supplement harvest wages in this grain growing area, farmers would have been forced to use migrant labour. In her work she gave evidence of the changes in the labour cycle of the people of the Pays de Caux in the eighteenth and nineteenth centuries. The household economy of labouring families was only partially dependent upon the cottage industry. In the eighteenth century there was a large seasonal transfer of male labour from cottage weaving to harvest field work. Spinning was almost entirely a female occupation, and with a ratio of six to ten spinners to one full-time weaver, many more women were engaged in the region’s textile industry than men. Therefore female spinners had to be recruited from both weavers’ and agricultural labourers’ families. In this way the sexual division of labour in the cottage industry meshed nicely with the sexual division of labour in agriculture. The supply of female labour in the textile industry was partly determined by the male agricultural labour market and vice versa. In the course of the nineteenth century, however, this sexual division of labour broke down. Weavers were increasingly employed all year round and the interaction of agricultural wage labour and male weaving declined. At the same time, the mechanization of spinning had created a serious unemployment problem for village women. As the demand for agricultural workers and weavers increased, women moved into these traditionally male occupations and even came to dominate the weaving branch of the textile industry. After 1870, when weaving had also been mechanized, cottage industry disappeared completely, resulting in a mass exodus from the Pays de Caux and a severe shortage of agricultural labour (Gullickson 1982, 1986, and 1991).

That spinning as a predominantly female preserve was almost universally used to supplement earnings in rural lower-class families of both textile workers and others has been shown in such diverse proto-industrial regions as the Pays de Caux in France, Northern Ireland, Zürich and Appenzell-Ausserrhoden in Switzerland (Gray 1992/93; Pfister 1989; Tanner 1986 and 1982). The sexual division of labour between spinning and weaving maintained in these areas—implying status and earning differentials as well—once again shows Medick’s assumption of a functional interdependence among the members of the proto-industrial family to be an over-simplification. Moreover, in the long run work roles in spinning as well as weaving were flexibly adapted to changing circumstances in labour demand. Research on several proto-industrial weaving areas in the nineteenth century shows a diversification of family work roles in the period of declining cottage industry during industrialization (Quataert 1984 and 1985a; also Rose 1988; Lyons 1989). This may once more be taken as an indication that there was no self-evident tendency for the proto-industrial family to exploit its common labour below opportunity costs, even in extreme situations.
A diversification of work roles and a restructuring of the labour cycle enabled the semi-proletarian rural family to stay on the land, thus preventing a rural exodus. Nevertheless, the dissolution of one of the components of the labour cycle, for example through the loss of the occupation of one of the family members, could induce poor families to migrate, as happened in the Pays de Caux after 1870. Developments in several other French regions can serve to illustrate this effect. For instance, in the Val d’Isère near Lyon the insinuation of the silk industry into rural life in the nineteenth century at first slowed down the pace of the rural exodus and sometimes even reversed it. Small farming households resisted permanent migration by sending one or more members to work in the mills, mostly females who stayed in dormitories. The feminization of the silk industry led to a new sexual division of labour, with the men staying at home to work the peasant plot. Only the loss of female income through the contraction of the silk industry in the last quarter of the century forced these families to give up their peasant holdings and move to the cities (Jonas 1991; Chatelain 1970). In the Stéphanois (the St Etienne region) before industrialization, the timing and allocation of industrial activity in the family was regulated by the timing of the harvest and sowing. Adult males were allocated to agriculture during the season and were otherwise engaged in seasonal metal-working, while women and children were employed in year-round silkmaking, either spinning or weaving (Hanagan 1986, and 1989; also Lehning 1980). However, when agriculture was transformed into dairy production for the urban market, providing year-round work for family members, seasonal employment in agriculture disappeared. Rural dwellers too poor to buy cattle lost an essential part of their income. They preferred to migrate permanently, and so the rural supply of temporary industrial labour also diminished.

As a final test to demonstrate how proletarianization was related to changes in the labour cycle, the much-debated classical English case of enclosures and labour supply in the late eighteenth and early nineteenth centuries is particularly revealing. Here, new research has come up against the dominant, ‘revisionist’ tradition that started with Chambers’s (1952) criticism of Marx’s and other social reformers’ view of enclosures as implying massive proletarianization, followed by a rural exodus into the industrializing towns. The ‘counter-revisionists’ argue that enclosure eroded non-wage resources of subsistence available to semi-proletarian families, leaving them increasingly dependent on wages. Before enclosure many families were able to use common and waste land to keep a cow or other livestock, and to hunt and gather for consumption or sale, minimizing opportunity costs of labour by the employment of otherwise underemployed family members, especially women and children. By eliminating non-wage resources, enclosure undermined their productive contributions to family survival. Increased dependence on wages of both men and women made proletarian families much more vulnerable to the vagaries of the seasonal agricultural labour market, as Keith Snell (1985: 138–227) demonstrated. Loss of common rights or allotments forced them to apply for poor relief to replace former non-wage resources in their family’s labour cycle. This seems to have been particularly true in southern grain-growing areas, where it was reinforced by the decline of cottage industries. Families formerly employed all the year round were now unable to find employment in agriculture during slack seasons. Labour shortage and rural exodus could only be prevented by the system of outdoor poor relief that was consciously
developed to replenish income for seasonally unemployed labourers (Boyer 1990). In the north, it is argued, access to and productive use of the common fields had enabled cottagers to take up some industrial craft. This cottager class with a small stake in the land was particularly hard-hit by the enclosures. Abolition of this part of their resources forced them to give up the craft and trading part also, with a growing social differentiation of the rural community as a result. Some managed to become full-time farmers or traders, others became agricultural or industrial labourers (Martin 1984).

It may be concluded that the need to combine several resources into an annual labour cycle was a pervasive feature of the economics of the families of both the agricultural wage labourer and the small peasant. This determined their economic behaviour much more than the urge to work as a unit of production regardless of ‘opportunity costs’. Mainly because of the pronounced seasonal nature of both agricultural and industrial work, early modern social differentiation in the country-side resulted in the emergence of ‘sub-peasant strata’ of various kinds, dependent on a pluralism of economic activities. Dependence on a single source of income or subsistence would not provide a secure livelihood for a broad range of the rural populace. However, the existence of these ‘sub-peasant strata’ cannot be equated with the emergence of a modern permanent agricultural or industrial proletariat. Nor did it necessarily develop into such a proletariat. Rather, these ‘sub-peasants’ constitute social groups or classes in their own right. In this respect some of them can readily be compared to the peasant-workers of the twentieth century (Thirsk 1984a; Holmes and Quataert 1986). The peasant-worker phenomenon has been presented as an alternative to proletarianization, which has, erroneously, generally been viewed as the inevitable outcome of the type of structural developments as described above (see the references in Holmes 1989:220 n. 5; also Kaschuba and Lipp 1982). The behaviour of worker-peasantries demonstrates that enduring dependence on wage earning and on the forces of a labour market can exist without the creation of a working class. Smallholdings provide subsistence security in the face of the uncertainties of marginal wage employment; wage labour provides cash in the market economy. To achieve these ends, labour has to be co-ordinated among the members of the rural households. The labour of the peasant-worker’s family is in a state of permanent reconfiguration. In the long run, peasant-worker groups did have the potential to shift their labour involvements to either side: working-class formation or permanent proletarianization on the one hand, ‘re-peasantization’ on the other (Holmes 1989:205–7). This description seems also to be fairly accurate for the process of social differentiation in the European countryside before the creation of a permanent proletariat in the nineteenth century. The latter must be regarded as only one of several possible developments (cf. Hoffmann 1972; Kellenbenz 1975:195–213; Mitterauer 1981).

Urban crafts and industries: workshops, households and ‘familialization’ of artisan production

The idea of a pre-industrial family-based household economy in urban production, integrating productive functions at home, seems to be even more misleading than the idea
of a uniform peasant or proto-industrial family economy. Apart from the ‘sub-peasant strata’, there were indeed many farms that were worked co-operatively by peasant families. Labour in urban workshops, building sites and industries was generally not coordinated among the members of the family. The artisan workshop cannot be equated to the peasant family farm in this respect, still less so the numerous married journeymen and wage labourers in early modern towns, whose families, like those of agricultural labourers and cottagers in the ‘sub-peasant strata’, were by definition not units of production.

The separation of workshop and household characteristically differentiated peasant and proto-industrial worker from urban handicraft labour (Mitterauer 1984, and 1979; Quaataert 1985b). The setting up of a workshop and the organization of labour in artisan production was not a matter of individual or family strategies to exploit common property or labour, but of collective guild rules. According to these rules the labour force in the workshop was generally constituted by non-kin apprentices, journeymen, and—in specific industries—female workers, excluding the master’s wife and children. Productive functions were performed in the workshop, perhaps close to, but not inside the home. ‘Household’ and ‘workshop’ were separate spheres. A fortiori this would be the case in trades performed in the open air or in the house of the customer, such as most of the building trades. The non-familial character of artisan labour is further attested to by the fact that sons or daughters hardly ever performed their apprenticeship or service in their father’s workshop, even if they were trained in the same trade. This is not to deny that family income was often earned by both men and women, but these earnings were based on individual rather than co-operative labour.

These general observations, mainly derived from Mitterauer’s research on Central Europe, are clearly at odds with the use of Tilly and Scott’s concept of the family economy in urban handicrafts, as for example in Martha Howell’s research on women’s labour in late medieval cities of north-western Europe. Following Tilly and Scott she supposed, erroneously, that women’s work was part of the family’s work, because the family would have had a central role in market production.40 While admitting that ‘the family production unit was not necessarily physically located in the household’, she nevertheless maintained that ‘it always had the family and its coresidents as its producers’ (Howell 1986b:219). However, Mitterauer’s research and that of others show—at least for the German speaking countries—that, if households and workshops were integrated, this was not because of co-operation of family members in the workshop, but because non-kin apprentices, journeymen and servants lived together in the household of the master artisan.

The interconnection of production, consumption and cohabitation of the artisan labour force in the way described above is at the heart of Otto Brunner’s influential concept of das ganze Haus as it has been employed by numerous Central European social historians to characterize work and family in this area in medieval and early modern society. However, social and family relations in the handicraft mode of life only imperfectly fit this model. First, the tension between the workshop economy of production regulated by the guilds and the household economy of consumption and cohabitation has been completely overlooked (Quaataert 1985b:1133–4). Brunner was not concerned with its impact on the organization of family labour in the home or, more specifically, with the demarcation of
work spheres by gender. Therefore the concept of *das ganze Haus* in no way matches the family-based household economy introduced by English feminist economic historians such as Alice Clark and reformulated by Tilly and Scott in their concept of the pre-industrial artisan family economy. Second, it has to be emphasized that accommodation of the artisan labour force in the master’s household was only partial, as it varied from complete integration in the case of apprentices and unmarried journeymen to complete separation in the case of married journeymen. Even in the middle ages, the variability of both the degree of integration and the length of stay makes the picture considerably more complex than the model of *das ganze Haus* would have us believe (Quataert 1985b; Mitterauer 1984; Reininghaus 1983).

Furthermore, the degree of integration of the artisan labour force in the master’s household varied considerably both in time and space. In Central European towns many, possibly most, journeymen continued to live unmarried in their master’s house (in what the Germans call *hausrechtliche Abhängigkeit* or *Einbindung*) well into the nineteenth century (Kocka 1990:144–51; Ehmer 1991:159ff). Only then did a formal wage relationship emerge. It would be wrong to assume, however, that these unmarried, live-in journeymen were fully integrated into the household, because they formed a highly mobile part of the artisan labour force (Kocka 1990:187–8). In trades which operated with many wage labourers, such as the building trades, married journeymen formed only the core of the labour force. Michael Sonenscher (1989:197) found few traces of kin-based workforces in eighteenth-century France. Instead, the workforce of the great majority of the urban trades consisted over-whelmingly of young, single men. He gave no information of their place of residence. In England it seems to have been more usual for married journeymen to live in their own households and to go out to work elsewhere, at least after the sixteenth century. In the nineteenth century it was only in certain specific trades such as bakers and butchers that journeymen and apprentices lived with their masters. As a consequence, the age of marriage and family formation in English and Central European towns differed considerably (Ehmer 1991).

There is no proof whatsoever that the pre-industrial artisan family (man, wife and children) had originally formed a unit of production, still less that this unit dissolved under the impact of industrialization and proletarianization. On the contrary, it can be shown that in many cases the capitalist transformation of artisan production in the nineteenth century forced masters’ or journeymens families to work together in a family work unit. The introduction of the putting-out system in urban industries in the nineteenth century tended to destroy the traditional separation of workshop and household. This happened for example in the tailoring business. In large European cities, such as London, Paris, Vienna, Berlin and Amsterdam, journeymen-tailors had always carried out their trade in their masters’ shops. The basic unit of production was not the family but a team of skilled male workers. Even if the wives of skilled tailors were employed in the garment trades, the location of their work and the nature of their tasks would be different from that of the men. In the 1830s and 1840s (in Amsterdam some fifty years later) the ready-made garment industry expanded enormously at the cost of custom tailoring. Tailors began to cut labour costs by reducing the number of their shop workers and turning to home workers instead. These home workers mostly worked with
family members in a family unit of labour. For skilled tailors, proletarianization meant a move from the master’s workshop to their own household. From then on income depended on his marshalling of family labour. Similar developments can also be found in the shoe industry (Ehmer 1991: 214–28; Schmiechen 1982).

The development of labour relations in the silk industry in Lyon, Krefeld and Vienna in the nineteenth century provides another illuminating example of this process of ‘familization’ of urban production. Unlike tailoring, silk weaving had been dominated by the putting-out system before the nineteenth century. Manufacturers gave out silk to formally-independent master weavers with their own work-force of journeymen weavers, often living in the masters home. In the nineteenth century, family labour increasingly replaced the labour of journeymen. By setting up a family workshop, it became possible for journeymen to leave the household of the master and to profit from the expanding putting-out industry. Small masters thereby lost the traditional method of controlling dependent labour. As silk weaving required auxiliary workers, family labour was increasingly used. Family labour, especially women’s labour, provided masters with a ready solution to the emerging labour shortage in their changing household economy. The household shop came to consist essentially of the wife working alongside her husband and some of their children. As in tailoring, these family work units in the silk industry were created, not by artisan tradition but by its exact opposite: the destruction of this tradition by the establishment of the capitalist manufacturing system.42

10 Conclusion: family economy, family strategies and labour markets in pre-industrial Europe

The concept of family economy, introduced in the 1970s in the debates on women’s labour by Louise Tilly and Joan Scott and on the proto-industry by Hans Medick, had a very specific meaning derived from the theories of Chayanov on the economic behaviour of the Russian peasantry. The family economy was conceived essentially as a unit of production or a unit of co-operative labour, and was considered typical of the way pre-industrial or proto-industrial labour in Europe was organized. It was supposed that the majority of parents and children worked together in a unitary household, based in or immediately around their own home. If anything, the foregoing review of the historiography on the subject of labour in the pre-industrial family after the pioneering and path-breaking work of Medick and of Tilly and Scott has shown that these central suppositions can no longer be sustained. First, the pre-industrial family, be it rural or urban, did not necessarily constitute a unit of production or labour. It is therefore misleading to generalize about the family work unit or ‘household mode of production’ as a general denominator of pre-industrial labour organization. Even in proto-industrial production the labour of the family proved to be highly diversified. Second, there was no universal phased evolution from one form of labour organization (family labour) to another (wage labour), nor from one form of family labour organization (family economy) to another (family wage economy). Consequently, theories that try to relate other aspects of family
behaviour, such as marriage and fertility, to this supposed evolution of family labour organization must also fail.

The failure of the concept of pre-industrial or proto-industrial family economy becomes evident in three problems. The first is gender segregation in medieval, early modern and modern labour. Contrary to widespread feminist opinion, based on the work of the first generation of English feminist economic historians and in essence, though in a somewhat different form, adopted by Tilly and Scott, there has never been a ‘golden age’ of women’s work in family economy. In the middle ages as well as in early modern or modern industrial times, women have generally been clustered in low skilled, low-status and low-paying occupations. In spite of the integration of part of the artisan work-force in the household of the masters, labour in the household and in the workshop remained separate spheres.

The second problem is that, as far as rural society is concerned, the effects of the social differentiation of the peasantry in much of western and central Europe since the sixteenth century have been ignored or, at least, undervalued. The crucial question is the organization and allocation of family labour time in different strata of the peasantry. The concept of family economy clearly underestimates the extent of wage labour and labour markets in early modern or pre-industrial European society, and therefore seems inadequate for describing the many forms and combinations of labour in the family. The same holds, in a somewhat different fashion, for urban production. Many day labourers and journeymen were married and did not live or work in their masters’ households.

The third, closely related, problem is that in most regions, proto-industry was based not on co-operative labour by all members of the family but on individual labour of some of them. Activities of rural lower-class families were often highly diversified. They included different kinds of wage work, industrial production and the cultivation of tiny plots of land. Also, the gender division of labour in proto-industry proved to be important, for instance between female spinning and male weaving.

Notions such as ‘economy of make-shifts’ (Hufton), ‘adaptive family economy’ (Wall) or, a more formal neo-classical economic expression, ‘utility-maximizing behaviour’ that is aimed at an optimal allocation of the labour time of the family, are more adequate descriptions of the behaviour of the pre-industrial family than the static concept of family economy. This is not to say that the outcome of this adaptive or utility-maximizing behaviour was achieved by measuring earning differentials or opportunity costs alone. The poor family’s various labour tasks had to be attuned to seasonal variations in labour demand in specific economic and ecological settings. In the process of adaptation to the alternation of opportunities and constraints, people appeared to allocate and co-ordinate their labour within the family in many more varied ways than was originally assumed in the concept of family economy. In this context I have drawn attention to the ideas of Mitterauer and Löfgren about the influence of historical ‘ecotypes’ on the organization of the ‘family labour cycle’. What seems important is that this approach challenges conceptions of a phased and essentially uniform and unilinear development of family labour organization and labour relations. To a large extent the ecological setting determined the heterogeneous outcome of what on a macro-level appears to be a uniform process of proletarianization. In pre-industrial society there was no uniform working
class. The forms of wage labour varied enormously: day labourers, crofters, cottagers, proto-industrial workers, migrant labourers, peasant-workers, and so on. These different types of proletarianization, or semi-proletarianization, also influenced family organization and the allocation of family labour in different ways. Only in the nineteenth century did a permanent and more or less uniform industrial proletariat emerge.
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Mobilization of labour in early modern Europe
Jan Lucassen

Towards the end of the three centuries that we today call the early modern period, Adam Smith awarded labour a key role in his influential economic theory. His *Inquiry into the Nature and Causes of the Wealth of Nations* circulated widely in English and in many translations all over Europe immediately after its publication in 1776. Smith (1986: bk. 1, chapter 5:133) proclaimed: ‘What is bought with money or with goods is purchased by labour, as much as what we acquire by the toil of our own body.’ Smith was also well aware of the historical significance of the mobilization of labour (ibid.):

> Every man is rich or poor according to the degree in which he can afford to enjoy the necessaries, conveniences, and amusements of human life. But after the division of labour has once thoroughly taken place, it is but a very small part of these with which a man’s own labour can supply him. The far greater part of them he must derive from the labour of other people, and he must be rich or poor according to the quantity of that labour which he can command, or which he can afford to purchase.

According to Smith (1986: bk. 1, chapter 3:124–5; bk. 1, chapter 5:133–4), economic development was originally concentrated in the Mediterranean, in Bengal and in China, where agriculture led to an accumulation of capital, the development of industry and widespread use of money. However, for a sound economy more was required: a ‘tolerable security’ should be guaranteed to the owners of capital and to the industrious. This condition was not so easily fulfilled, as was demonstrated by serfdom and feudalism, by the slump in international trade in medieval Europe and, Smith (1986: bk. 2, chapter 1: 380) suggested, in contemporary ‘Turkey, in Hindostan, and, I believe, in most other governments of Asia.’

As Smith apparently saw it, the history of successful economic development had been interrupted virtually everywhere by such long periods of insecurity. Fresh starts had been made in the Byzantine Empire, the world of Islam under the Abbasids and in Moorish Spain, and later in Christian Europe with the Italian cities, whose example was then followed by other urbanized parts of Europe, such as Switzerland, the Low Countries and finally Great Britain.¹

This Smithian understanding of economic development on the basis of improved labour productivity in agriculture, urbanization and urban industries is to a great extent
compatible with the classic Marxian proletarianization scheme. However, Karl Marx was more Eurocentric than his Scottish predecessor. For him, modern economic developments began only in fourteenth-century northern Italy. According to Marx (1971, volume 1: 743–50) it was not so much the development of productivity, division of labour or urbanization that were crucial but rather the proletarianization of the serfs (in Italy) and of the small but independent farmers (in fifteenth-century England), developments aggravated by the mass spoliation of ecclesiastical landed property during the Reformation followed by the enclosures. Expropriation and subsequent exploitation, often by state-sanctioned force, stands at the heart of Marx’s analysis of early modern economic developments. This becomes clear in his treatment of the Dutch Republic as the ‘model capitalist nation of the seventeenth century’. Not only were ‘by 1648 the people of Holland more over-worked, poorer, and more brutally oppressed than those of all the rest of Europe put together’, but the Dutch also managed to enslave and massacre the Indonesians (Marx 1971, volume 1:779–86, quote on p. 782; also Lourens and Lucassen 1992; van der Linden 1997a).

In modern analyses of labour markets, proletarianization has become a key concept. In his seminal 1984 article, Charles Tilly provided a thumb-nail sketch of the quantitative outlines of the transition from independent farming to wage labour, mainly in industry. According to his estimates, the percentage of western Europeans depending on wages, grew from twenty-five in 1500 to over fifty in 1750, and seventy by the middle of the nineteenth century. It has not changed substantially after that point. Tilly’s analysis of these trends offers an alternative to Smith’s equating of urbanization and proletarianization. Tilly places proto-industry, a rural development, squarely in the middle of his argument.

Recent studies of labour markets and labour mobilization in early modern Europe now allow us to go one step further and propose a more complex but ultimately richer analysis of this vital process. To the approaches offered by Smith and Tilly respectively, four major amendments suggest themselves.

First, if we take Europe as a whole, the existence of unfree labour in its many forms has been seriously underestimated: slavery in southern and south-eastern Europe, serfdom in eastern Europe, and in many countries (in western Europe too) convict and other systems of forced labour far exceeding purely penal requirements (Brass and van der Linden 1997).

Second, most labour market theories underestimate the role of the state as an employer, dominating not merely a still underdeveloped sector of public servants, but also huge armies and navies, including those deployed for colonial use (Tilly 1990; Lucassen and Zürcher 1998).

Third, although industry has now been defined much more broadly to include proto-industry and more recently also ‘worker-peasantries’ and ‘partially proletarian peripheral labour’ (see contributions by Knotter and Schlunbohm in this volume), one important sector of industry still tends to be overlooked in discussions about proletarianization: the urban independent artisans, as a rule organized in craft guilds. Adam Smith (1986: bk. 1, chapter 8:168) himself wrongly believed that their numbers were insignificant: ‘in every part of Europe, twenty workmen serve under a master for one that is independent’. This
misrepresentation has had a long life, but should be revised in the light of modern studies on guilds and the petite bourgeoisie.³

And finally, proletarianization was mainly conceived as vertical or social mobility,⁴ while its geographical (or horizontal) form was narrowly understood to consist of two patterns. Either impoverished farmers and peasants were shown to migrate over short distances from the countryside into urban dwellings, or they were pictured as long-distance migrants, destined for life as settlers in overseas colonies, particularly in North America. Both these processes were thought to be heavily concentrated in the nineteenth century. But modern migration history has added a new dimension to the picture, by demonstrating that early modern European populations were far more mobile than was once assumed, and showing how substantial numbers covered middle-range distances. Part of this was again unfree migration (cf. the first point above), but many people simply packed up because they hoped for a better life, not unlike migrants in the nineteenth and twentieth centuries (Moch 1992; Lucassen and Lucassen 1997).

---

### 1

**Five modes of labour mobilization**

An attempt to merge all these new insights with the traditional approaches implies that we have to analyse labour mobilization of free and unfree labourers, of migrating and less mobile people, of people who exchanged unfree labour or—under different degrees of external pressure—a more or less independent or even self-sufficient existence for life as dependent wage labourers in agriculture, industry, commerce, or in the service of the state.

Given this range of possibilities, the process of proletarianization displayed many varieties in Europe between c. 1500 and 1800. Schematically however, five trajectories can be discerned by combining the poles of free vs. unfree mobilization, and of short-distance vs. long-distance (here foreshortened as national vs. international) mobilization, as they occur in continental vs. maritime states (see figure 9.1).⁵

The two dominant continental trajectories of mobilization, one with mainly free labour in western Europe (1) and one with mainly unfree labour in eastern Europe (2), are characterized by a generally slow evolution. In contrast, maritime and commercial expansion was based as a rule on a more intensive and faster process of labour mobilization, for manning ships and for trade-related activities, for military recruitment.
and for colonization. In these cases, the relation between supply and demand in the different maritime nations can be shown to have been very different, and therefore within this category three more modes may be discerned: national maritime mobilization (3), international free mobilization (4), and international unfree mobilization (5).

In discussing these five modes or trajectories it should be emphasized that we shall use the Weberian ‘ideal type’ approach. This means that although (groups of) countries are singled out to exemplify a dominant mode, it should be borne in mind that at the same time other trajectories may have been at work, albeit less predominant.

Trajectory 1: Gradual local mobilization of free labour in continental western Europe

In continental western Europe, in particular in France, in the western half of Germany and in Scandinavia, urbanization was increasing slowly; at times the process was even reversed (de Vries 1984a:166, 257–8). Consequently, the shift from independent, mostly small-scale farming (alongside larger-scale farming, partially based on serf labour) to artisan production and cottage industry was gradual. Among craftsmen, part of the career of all and the whole career of some, consisted of wage-dependency as a journeyman. Even in proto-industry, the share of labour dependent exclusively on wages varied considerably.

In this trajectory, geographical mobility was restricted mainly to short distances, except for the tramping years of limited categories of journeymen. This pattern had its origins in the middle ages. It was only gradually changed by the Industrial Revolution, which from the second quarter of the nineteenth century accelerated the process of proletarianization and international migration in these areas (Rosenthal 1999:18–20). These parts of Europe did not send many emigrants overseas in the seventeenth and eighteenth centuries. In France this situation contrasted with the preceding ages, in Germany and Scandinavia with those to come, when the agricultural, artisan and in particular the proto-industrial basis of the economy became more dynamic.

Significantly, the countries in areas of gradual labour mobilization had to resort to early forms of conscription for their military recruitment, a system fully developed around 1800 by France and subsequently by Prussia. Telling earlier examples are the Swedish army during the Thirty Years War and at the end of that century the navy, the French conscription navale under Louis XIV, and the Prussian army during the Seven Years War. Characteristic of all these recruitment systems was that potential and actual draftees could generally continue their normal occupations as independent producers in years of peace. This was in contrast with military employment systems, to be discussed below, which depended either on unfree labour or on dependent wage labour, i.e. mercenaries.

Trajectory 2: National mobilization of unfree labour in continental eastern Europe

East of the Elbe, the second trajectory consisted of a gradual but continuous shift from independent farming to increasing degrees of serfdom. This trajectory is best known as
the ‘second serfdom’. It was accompanied by a very low degree of urbanization. The
erosion of peasant freedom in Russia took place in three phases, marked by legislation in
1497 and 1649, introducing first the restriction and finally the prohibition of movement
by the peasants (Kolchin 1987). Alongside the enserfment of the peasantry, the expanding
state reverted to similar systems of labour mobilization. In Russia, from the time of Peter
the Great military recruitment was also based on unfree labour. He re-organized the army
and navy, introducing life-long service to be provided by villagers, i.e. serfs. This system
was reduced to a 25-year term in 1793, but at the prevailing life-expectancy this made
little difference to the recruits (Kolchin 1987:42, 204, 367–8; Hirschbiel 1978).

The refeudalization of eastern Europe in the early modern period was not a smooth
process and on the southern and south-eastern borders of the Russian Empire defections
were a constant problem (Kolchin 1987:278–85). Nevertheless, David Eltis’ question
about the differences in acceptability of unfree labour in western Europe and America
could also be applied to eastern Europe. On several occasions Eltis has raised this question
about the ‘impossibility’ of unfree labour in north-western Europe and of its
‘inevitability’ elsewhere—especially in the Americas—and recently concluded that:

Cultural values were, however, just as important as economic and demographic
factors in shaping the direction and composition of migration to the English (and by
implication, non-English) Americas. Specifically these values ensured the growth of
the slave trade from Africa when English population levels declined after 1660.
Attitudes to consumption and work within Europe and shifting European
perceptions of insider and outsider are just as important as developments in ocean-
going technology and the skills of merchants in explaining the nature of
transatlantic migration—particularly in the switch from the mainly European to the
mainly African stream that the English initiated.

Only in the nineteenth century, first in Prussia and later in Russia, was serfdom abolished
and replaced by a free labour market, and even then only partially.

**Trajectory 3: National mobilization of free labour in maritime
western Europe (Spain, Southern Netherlands, England)**

Rapid and impressive commercial and maritime expansion, based on mobilization of free
labour from the hinterlands of the ports, and as a rule within national borders, is
exemplified by Spain from the sixteenth and by England from the seventeenth century,
and to a certain extent the Southern Netherlands. The Spanish expansion into Central and
South America involved the recruitment of sailors for a fleet served by 30,000 men in the
early seventeenth century and 40,000 in the century and a half to follow. Moreover,
between 1493 and 1600 on average 1,300 colonists left the Iberian peninsula annually.
Although Spain also had to recruit mercenaries abroad, especially for its great international
wars (such as the Dutch Revolt), the great majority of these men and women came from
Spain itself. The Crown could even afford to be so fastidious as to introduce a declaration
of limpieza de sangre for those aspiring to sail for America, thus barring descendants of
Jewish or Muslim origin (Jacobs 1995:111–20). On top of this, the Spanish government expelled all Jewish and Morisco inhabitants between the end of the fifteenth and the beginning of the seventeenth centuries.\textsuperscript{11}

Likewise, the Southern Netherlands managed to sustain their impressive commercial expansion without significant labour recruitment outside their territories (Morsa 1996). England’s urbanization required the displacement of large numbers of people. Nonetheless, recruitment was almost exclusively from within the British Isles. This pattern was at most temporarily upset by the wave of immigrants from Flanders and Brabant during the early phase of the Dutch Revolt. By and large the new inhabitants of fast-growing London, as well as those of other English towns, came from other areas in Britain.\textsuperscript{12}

Britain’s international expansion originally demanded mainly colonists for the extremely unhealthy Caribbean, which claimed many lives, but from the Civil War onwards increasing numbers of sailors (from 16,000 at the end of the sixteenth century to 55,000 a century later, and 95,000 during the Napoleonic wars) and soldiers were needed. Surprisingly, these huge numbers could be found within the British Isles. In times of emergency the ‘press’ might have to be applied, but mostly recruits offered themselves voluntarily. Besides, these same Isles abounded to such a degree in men that they practised a large-scale convict system until far into the nineteenth century. Under this system men were first shipped against their will to North America, and after the United States became independent, to Australia. The greatest intensity of emigration, however, was over by the eighteenth century.\textsuperscript{13} This was the result of an increasing domestic demand for labour, as a consequence of the Industrial Revolution.

However important the Spanish and English cases may be—and we have only to look at the world-wide expansion of their languages—not all maritime nations could afford this trajectory of free labour mobilization within national boundaries. Some were simply too small (trajectory 4), while others had to come to terms with fierce international competition (trajectory 5).

\textit{Trajectory 4: International mobilization of free labour in maritime western Europe (Venice and the Dutch Republic)}

The earliest examples of the emergence of a truly international free labour market are found in the Italian commercial centres, especially Genoa and Venice. Ultimately the more successful of the two, the Venetian Republic, recruited its sailors, soldiers and craftsmen from a wide area outside its relatively small territory. Its catchment area was not just northern Italy but also the Dalmatian coast and the Levant. Greeks and Albanians in particular were important for the Venetian labour market. However, as we shall see shortly with trajectory 5, at certain times, and increasingly from the middle of the sixteenth century onwards, Venice was also forced to resort to unfree labour.\textsuperscript{14}

The only example in the early modern era of massive recruitment of foreign labour on a completely free basis, therefore, is the Dutch Republic. Seasonal migrants, migrant labourers (such as sailors, soldiers and servants), and permanent migrants were indispensable for the Dutch Golden Age. Elsewhere, this author presented estimates
suggesting that half the male labour market of the western core parts of the Republic depended on foreigners. To put it differently: whereas nowadays 7 per cent of the Dutch population is born abroad, this was more than 10 in the early seventeenth century (Lucassen and Penninx 1998).

The combination of religious tolerance and economic prosperity attracted approximately half a million settlers to the United Provinces, which for most of their existence had only two million inhabitants. They took up occupations mainly in the shops and workshops of the towns and cities in the maritime provinces. Guilds in this part of the country were rather open to immigrants, in contrast to the inland provinces and even more so to adjacent countries (Lourens and Lucassen 1999 and 2000).

In addition to these permanent settlers an even greater number of labour migrants were employed as soldiers in the Dutch army, and about as many again in the navy, the merchant fleet and in colonial campaigns, mainly in the East Indies. Whereas these were male occupations, hundreds of thousands of foreign females worked as servants in Dutch homes. In the second part of the seventeenth century a pattern of migrant labour, mostly seasonal, from the east and south to the coastal parts of the country, also emerged, encompassing as many as 30,000 seasonal workers annually in the eighteenth century.

Migrants to the Netherlands were drawn there by the prospect of labour opportunities, either in the country itself or in its colonial empire overseas. The narrow coastal strip where most of the economic activity in the country was concentrated covered a mere 15,000 square kilometres, an area much smaller than Greater London, even before the Second World War. The domestic demographic basis for this explosion of activities was too narrow. For the Dutch expansion migrants were indispensable.

Geographically, one may discern several partially overlapping concentric circles around the Republic, more or less reflecting the various economic roles of migrants. One circle has a diameter of 200 to 300 kilometres representing the area within which migrant labour was recruited. A larger one, about 500 kilometres in diameter, marks the extent of the area from which the better-paid labour migrants were drawn as well as most permanent settlers. Lower-paid labour migrants (such as soldiers from Scotland and Switzerland and sailors for the navy and the Dutch East India Company, the VOC) and particular groups of refugees (such as part of the Jewish and Huguenot immigrants) were drawn from even further afield.

Trajectory 5: International mobilization of free and unfree labour in maritime western Europe (southern Europe)

The comparison between the Venetian and the Dutch Republics has already pointed to the vulnerability of labour markets dependent on foreign immigration. The successful expansion of the Ottoman Empire in the Balkans cut off the Venetian Republic from its main traditional recruitment area, the Adriatic coast and its hinterlands. The fierce competition between the two naval powers in the eastern Mediterranean caused a partial introduction of unfree labour on the Venetian galleys from 1545, and the Ottoman galleys were manned in the same way. As a consequence, in the famous battle of Lepanto (1571)
crews identical in origin and labour circumstances fought one another on behalf of the Muslim and Christian adversaries.17

However, unfree labour was also widely used in Venice proper and all over the Ottoman Empire (Erdem 1996: chapters 1 and 2; Lucassen and Zürcher 1998). In the Turkish case the Janissaries obviously catch the eye as an example of unfree soldiers. Under this system, from the late fourteenth century onwards boys from Christian peasant families were enslaved and enrolled (Lucassen and Zürcher 1998:409).

Venice’s problems were far from unique. Portugal, another sparsely populated maritime power—with roughly as few inhabitants as the Dutch Republic and the Venetian Republic—faced fierce competition in international labour markets. Spain, with its impressive labour demands (the Spanish navy comprised ten to twenty times more sailors than that of its western neighbour), as well as the Barbary states severely restricted Portugal’s possibilities. No wonder that the Portuguese emulated the system of slavery, for they knew it very well from the Mediterranean sugar cane plantations, where it was practised by the Genoese and Venetians (Phillips 1991; Verlinden 1977).

On the mainland too the Portuguese had recourse to unfree labour. Although the importance of African slave labour in Portugal itself is still under debate, there are telling parallels between the abolition process in Portugal and the Ottoman Empire, which underlines our suggestion that they are part of one and the same trajectory.18

This fifth trajectory also draws our attention to the blurred line between the European and the non-European labour markets of the maritime empires. In the Portuguese case, and to a lesser degree this is also true for Italy and the Ottoman Empire, it is very hard indeed to distinguish between slave labour in the metropolis and slavery in the overseas possessions; the system therefore proved to be persistent in both cases for much longer than in the northern slave-trading societies.

There are, however, good reasons to emphasize these borderlines in the case of those other countries engaged in the slave trade and exploiting slaves overseas. First, certainly in relative and perhaps even in absolute numbers, the Portuguese were the most important nation involved in the trans-Atlantic slave transportations. Their share (in combination with Brazil) was 35 per cent, Next came England and France, both far more populous countries than Portugal. The three nations together accounted for 90 per cent of the total traffic. The Dutch were responsible for another 5 per cent (Postma 1990:296–302).19 Second, slavery was not (or only under very special conditions) allowed in countries such as the Dutch Republic and England. Third, at least in the Dutch, English and French cases, slavery was not equally important in all colonies. To take just the Dutch example: in the Caribbean it was essential, without any doubt, especially in the Guyanas. In the East-Indies, however, it was far less significant. The VOC directly employed unfree labour in the production of cloves, nutmeg and mace. The importance of this monopoly may be estimated in two ways: its products accounted for one-quarter of VOC sales in Amsterdam, and its organization engaged between one-third of its overseas free personnel at the beginning of the VOC monopoly, but only a tenth at its end.20
Merchant capitalism and labour mobilization

It is perhaps too early to understand the background to the different patterns in the proletarianization process. Their economic causes are manifold and complex, and these developments do not belong exclusively to the economic domain. As has been suggested for the Low Countries, explanations taking into account the interdependence of politics, religion, culture and economics should be preferred over purely economic ones (Davids and Lucassen 1995). Nevertheless, three problems should be addressed briefly here: the unities first of time and second of space that have been used, and consequently the question whether the occurrence of so many different trajectories is characteristic of the period and geographical region studied here.

This chapter set out to describe patterns of development between roughly 1500 and 1800. Now that we have reached some conclusions as to what happened in those centuries, it is important to establish to what extent these trajectories were specific to the early modern period. In other words: are they a continuation of preceding patterns and did they survive into the industrial era? Clearly, proletarianization did not begin in 1500 but probably several centuries earlier, when the European towns started growing, when the differentiation of the labour market between various types of agriculture and crafts gained strength, and when the circulation of money became important in everyday life. Nonetheless, there is a clear-cut contrast between the middle ages and the early modern period. The large-scale employment of unfree labour initially, and subsequently the slow reversal of this pattern in the late middle ages, suggest a much more uniform pattern than the diverging trajectories described here for the early modern period. A similar argument seems to apply to the nineteenth and twentieth centuries, when convergence in the development of industrial capitalism, characterized by free labour mobilization, seems to be the trend throughout most of Europe.

Whatever corrections need to be made to the estimates provided by Tilly in 1984, they are unlikely to explain away the growth spurt of proletarian labour that he revealed for western Europe during the early modern period. Only in eastern and south-eastern Europe was proletarianization mainly a nineteenth-century phenomenon. It will also prove difficult to challenge Tilly’s conclusion that by the middle of the nineteenth century proletarianization had reached an all-time high. Nevertheless, behind a virtually immobile rate, changes certainly did take place during the last century and a half. In the twentieth century for example, more women may have become wage-dependent, as against fewer children and elderly people.

As to the spatial dimension, proletarianization certainly was not an exclusively European phenomenon before the Age of Imperialism. Adam Smith, with his sharp eye for developments in the Near East and in other parts of South and East Asia, urges us to reconsider proletarianization as typically European. Unfortunately, this awareness seems to have been long lost in European history. Although proletarianization is certainly not one of his main concerns, a reappraisal of sorts of the role of non-European developments is present in Braudel’s picture notion of a Mediterranean unity, encompassing both the
African and Asian coastal regions. These starting points certainly need a vigorous follow-up (see for example Goody 1996:221–5; Prakash 1995; Perlin 1994:81–7).

If we can indeed regard the diverging trajectories of labour mobilization as characteristic of the early modern period in Europe (and possibly—but that would require a separate discussion—also for parts of Asia), does this give a specific unity to the era? A unity which deserves the application of an epithet like ‘merchant capitalism’, for example? This brings us to the difficult problem of the definitions of capitalism and its periodization. Even if we cannot claim to solve this problem, the foregoing discussion of labour-market developments warrants several remarks.

Scholars who have attempted to give the early modern period a name of its own disagree in at least two respects. Some claim that the concept of capitalism is an essential tool in understanding the developments discussed here. Others reject the concept completely. In his analysis of the Dutch economy, Jan Luiten van Zanden (1993a) favours the use of the concept capitalism, whereas Jan de Vries and Ad van der Woude (1997a: 690–3) in their book on the same subject voice strong objections. Among those who embrace the concept of capitalism, just some and then only recently, are of the opinion that merchant or commercial capitalism should be contrasted with industrial capitalism, and is therefore a useful specification of this ‘early modern’ period.

Adam Smith called the society that emerged in western Europe after the demise of feudalism simply ‘civilised society’, sometimes with the addition ‘advanced’. Marx and Engels used for the same period expressions such as ‘capitalist mode of production’, ‘world market’ and ‘world history’, but not yet ‘capitalism’ (Hilger 1982: 442–3; cf. Schumpeter 1954:391, 552 n. 15, 899 n. 17). Only Werner Sombart in the beginning of the twentieth century coined the word ‘capitalism’ for an historical period, at the same time as Max Weber used the concept in the title of his most famous book. Sombart also introduced the distinction between early capitalism (in German Hochkapitalismus) from the middle of the thirteenth to the middle of the nineteenth century, and full and late capitalism thereafter. The replacement of early capitalism by commercial capitalism is even more recent: since the 1970s historians such as Kriedte (1983) and later van Zanden (1993a:chapter 1) have promoted its use (see also Duplessis 1997; Schlumbohm 1996).

Already when Sombart was launching the concept of capitalism in 1902, objections were raised. Gustav Schmoller may have been the first: ‘From the newspapers it will not disappear. But whether it should have the important place in science claimed by Sombart, I’m not so sure’; many were to follow (Hilger 1982:444; Goody 1996:216–17). In recent historical research Douglass North and Robert Paul Thomas (1973:102 and passim) may have been the most influential. They have recently been followed by de Vries and van der Woude (1997a).

This long tradition of criticism notwithstanding, van Zanden in 1993 published the scheme for an economic theory of ‘merchant capitalism’. In his book (1993a), he used as his point of departure, and indeed the linchpin of his analysis, what he considered to be the distinctive character of patterns of early modern labour mobilization, as compared to those of the industrial era. In van Zanden’s words (van Zanden et al. 1997:189–190):
Merchant capitalism is viewed as an open system: it arises and develops as a capitalistic ‘island’ in a world that is dominated by precapitalist modes of production. […] The reproduction of labor power occurs largely outside of the sphere of merchant capitalism, namely, in the precapitalist modes of production. […] In merchant capitalism a dualistic system often evolved, in which the reproduction of labor power and the production of the surplus were separated from each other.

If this description of merchant capitalism is applied to the typology provided in this essay, it suggests a distinctive relationship between one of the five trajectories distinguished here, the fourth one, and all of the others, as well as with the non-European world. The maritime trajectory of free-labour mobilization by the Dutch Republic was dependent on mobilizing labour in and from the other regions under discussion, van Zanden claims. This is not necessarily inconsistent with what has been said before, although van Zanden seems to emphasize the unilateral links between one system and all the others more than has been done in the previous pages here.

Opinions diverge, however, on the nature of the inter-regional relations and in particular on the conditions under which this free-labour mobilization took place.26 Obviously, from a very broad national perspective the recruitment of adult, fit, and often trained labour may be cheaper by way of immigration than by natural growth. In the latter case—which according to van Zanden applies to the industrial era (van Zanden et al. 1997: 263–6)—the burden of feeding the proletariat in the years of childhood, before it becomes productive, rest on the shoulders of the national economy. From that same perspective it may also be cheaper to be able to send seasonal workers away during the lean winter season, to help lift the financial burden on the poor-relief institutions.

On the other hand, seen from the perspective of the individual firm or employer, the engagement of immigrants does not seem to have been cheaper during the early modern period. In Holland there is no proof that wages earned by migrant workers— temporary or permanent—were lower for the same jobs than those earned by the indigenous population. Wage differentials have not been found in the urban artisan sector, dominated by the guilds, nor in the free, non-organized sector outside the corporate system, whether urban or rural.27 Is it possible that immigrants replaced Dutch workers in jobs which, as a consequence of their social ‘degradation’, lagged below in the occupational ranking and consequently in remuneration? Although there is no direct evidence available to demonstrate or falsify this possibility, we can say that such a development is unlikely to have taken place. Significantly, wages for unskilled labourers in the coastal provinces of the Dutch Republic were higher than those in adjacent countries, except England, at the end of the eighteenth century (de Vries and van der Woude 1997a:620). The very low wages for seamen, who, as we saw earlier, were in Holland to a great extent of foreign origin, were roughly equal in England and the Netherlands. Moreover, they showed the same tendency to rise in the eighteenth century, compared to those for unskilled labour (data in Davids 1997: 68; Earle 1997:83; Palmer and Williams 1997:102–4). Apparently the presence of many foreign immigrants on the lower reaches of the wage ladder did not
influence the wage rate negatively, nor did it create obvious comparative cost advantages for Dutch entrepreneurs internationally.28

The patterns of development in labour mobilization sketched in this chapter do not allow us to arrive at a final verdict on the pros and cons of the use of such potentially competing concepts as ‘capitalism’ and ‘modern economic growth’, or ‘merchant capitalism’ and ‘industrial capitalism’. What can and has been argued here, however, is that there was no monolithic and straightforward process of proletarianization between 1500 and 1800. To the extent the proletarianization did occur (and there is no denying that it did), this was the outcome of a remarkably diverse set of responses to regionally variable circumstances of labour demand, recruitment potential, and competition for labour. To pinpoint one of numerous trajectories as superior, or otherwise more influential, than the others, is to miss a crucial point about the early modern era. Such dominant influence was possible only under an entirely new set of circumstances, as was created by the Industrial Revolution.
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15 Lucassen (1994, 1996 and 1997). In the Dutch edition of de Vries and Van der Woude (1997a, on pp. 96 and 98), the authors present alternative calculations. Their point of departure, however, is different, because they include on the one hand all immigrants, both male and female, in Holland, but on the other take into account only those from outside the Republic, so excluding those from the land provinces migrating to the sea provinces. Nevertheless, their assessment is consistent with mine.
18 Robert Rowland (Lisbon) informs me that the high numbers, given in J.R.Tinhoarao, Os Negros em Portugal: uma Presenca Silenciosa, Lisbon: Caminho, 1988, pp. 370–4 are still under discussion. He also provided me with the following chronology of the demise of slavery in Portugal: a 1761 decree forbade entry of black slaves from America, Asia or Africa (intended to prevent drainage of slaves from Brazil and explicitly excluding black slaves already in Portugal); in 1767 extended to mulatto slaves; in 1773 freedom for children of slaves born from them in Portugal and for slaves with great-grand-children in Portugal, whereas the rest remained slaves for life. For the process in the Ottoman Empire see Erdem (1996), and for Italy Verlinden (1977:1020–46).
19 Because these figures relate to the trans-Atlantic traffic, the Italian and Ottoman activities are not included.
20 Gaastra (1991:134): the three products represented 28.5 per cent of the total sales of the Chamber Amsterdam in 1668–70 and 23.5 per cent in 1738–40 (ibid.: 84–6). Overseas personnel on the Moluccas-Banda, on Ambon and on Ternate in 1625 immediately after the establishment of the monopoly was 37 per cent, in 1687/8 17 per cent, in 1700 12.5 per cent, in 1753 9 per cent and in 1780 13 per cent. For a different emphasis, see van Zanden (1993a: 79–84). For the nineteenth century see Knight (1999).
21 For a discussion, see van Zanden (1997); Davids (1997); de Vries and van der Woude (1997b); also van der Linden (1997a).
22 Apart from the discussion in Review (van Zanden et al. 1997) which follows in the next few pages, see also an interesting discussion about the American case in Labor History. Tomlins (1999a and 1999b); Montgomery (1999); Nelson (1999); and Rock (1999).
23 Cf. Schumpeter (1954:439), where he summarizes ‘Marxist evolutionism’ inter alia as follows: ‘All the cultural manifestations of “civil society”—to use the eighteenth century term—are ultimately functions of its class structure’.
In his work van Zanden refers repeatedly to my earlier work on migration history, as do some of the discussants in *Review*.

26 I have to refrain here from a discussion of the relations between European core regions and the non-European world. I do not disagree with van Zanden’s interpretation of the function of slavery for European merchants and entrepreneurs. I do think, however, that particularly in Asia slavery is not the only key for understanding labour relations (cf. note 20).

27 Examples for seasonal work are given in Lucassen (1987:54, 59, 69, 75, 81, 85, 95–7). In the records of Dutch craft guilds no evidence was found of wage differences for native and immigrant journeymen.

28 Gaastra and Bruijn (1993) do not find such advantages for the VOC if compared to competitors abroad. See also Knight (1999).
Part III

Conclusion
Once upon a time—but, in truth, not so long ago—the story of economic growth possessed a clear dramatic structure. It began with a seemingly interminable and directionless first chapter, followed by a brief, action-packed, pivotal second chapter, and concluded with a soaring, triumphant finale, a happy ending without end. This structure was a dramatic masterpiece, but the story itself was full of loose ends and puzzles, and this narrative incoherence was not lessened by the peculiar custom of having different groups of story tellers narrate the first and third chapters.

Coherent accounts of historical economic growth are difficult to achieve only in part because of the venerable jurisdictional boundaries that have for so long governed the training of professional historians. Antiquated historical categories continue to guard the high walls separating ‘early modern’ history from ‘late modern’ history. But now, after the waves of revisionism to which both the French and Industrial Revolutions have been subjected, it is time to explore seriously ways to reintegrate the histories of the eighteenth and nineteenth centuries.

One might suppose that what historians tear asunder with their conventions of periodization, economists would stitch together with the healing balm of theory. But in practice this has not been the case. Before some point in the eighteenth or nineteenth century economists tend to apply models drawn from the classical tradition and predicated on the existence of pervasive diminishing marginal returns. A hypothesized binding constraint, usually related to the fixed supply of land, governs all such models, whether Malthusian, Smithian, or Ricardian in their details. After that point, neo-classical models are assumed to govern, with their basic assumptions of constant returns to scale and substitutability at all margins. These assumptions have the significant consequence of banishing time and space—history and geography—from modern growth theory. Institutions can be compensated for and scarce resources have their substitutes, while technology, which can be produced at constant costs, is effectively exogenous and available to all.

Just as historians can break open the rusted lock of an historical Problemstellung by challenging the ancient joints of periodization, economists can gain new perspectives on the nature of historical economic growth by setting aside the intentionally ahistorical assumptions of their models. Fernand Braudel often noted that mankind is more than waist deep in the routines of everyday life; it is no less true that academics are more than
waist deep in disciplinary ‘conventional wisdom’. How could we function if this were not true? Still, once in a long while, intellectual currents conspire with ‘facts on the ground’ to encourage a rethinking of the venerable conventions.

The British Industrial Revolution as a historical concept is today not what it was twenty years ago (O’Brien 1993). Its ‘diminution’, if that is the right word, leaves many with a sense of loss. But one might take heart in the knowledge that its historiographical pendant, the French Revolution, is—in the words of its leading modern historian—over, fini (Furet 1978; Kaplan 1995:122–43). These twin gatekeepers to the modern world have been subject to new questioning in part because the modern world has not become what was long thought by many to be inherent within it to become.1

In economics a multi-stranded literature has emerged in the past decade to question core assumptions about the operation of markets. Bearing labels such as ‘new growth theory’, ‘path dependence’, ‘co-ordination failure’, and ‘general equilibrium search’, the new concepts have in common a belief in the importance of historical contingency in explaining actual market outcomes, and a belief that such an outcome does not inevitably identify a unique and optimal equilibrium, but more often occupies one of multiple ‘stable attractors’ that only appear to be such equilibria. The appeal of the new approach resides in its capacity to address questions of local and regional dynamism and non-linear processes that loom so large in the contemporary economy. It gains this appeal at a price—the abandonment of the key neo-classical assumptions that make for mathematical tractability and predictability. If this price is now deemed worth paying—and to many it still is not—it is chiefly because the conventional models now appear to skim the surface of growth processes, taking for granted much of what needs to be explained (David 1993; also Krugman 1991; Diamond 1984; Arthur 1990).

1

Modern economic growth

Let me begin by reviewing the conventional wisdom on the nature of economic growth in the epochs either side of the Industrial Revolution. Because of its great authority, we shall have to start at the end rather than the beginning: with the concept of ‘modern economic growth’. Many scholars have participated in the task of defining and measuring modern economic growth, but Simon Kuznets surely presented the fullest, most systematic account of the phenomenon, and most other scholars have been content to follow his lead. To Kuznets, modern economic growth is not simply a statistical artefact of economic activity; rather it is a direct reflection of a single, unified process of economic life that has a recognizable trend. Indeed, Kuznets insisted that each epoch of economic life is based on an epochal innovation, which establishes a characteristic Weltanschauung and which manifests a single long-term trend line. To Kuznets, the trend line of the modern epoch is characterized by three essential and interlocking features: rapid growth, relative steadiness (low volatility), and divergence among national economies.

Kuznets not only led in defining modern economic growth as a theoretical concept and, of course, establishing the methods of measuring that growth via the national accounting framework. He also laboured to assemble historical data to establish
the temporal boundaries of his epochal phenomenon. We can turn to English leaders in this empirical project for an authoritative statement of the historical character of modern growth. W.A.Cole and Phyllis Deane (1965:1–2) launched their chapter ‘The Growth of National Income’ in the *Cambridge Economic History of Europe with* the claim that

The characteristic which distinguishes the modern period in world history from all past periods is the fact of economic growth. It began in Western Europe and spread first to the overseas countries settled from Europe…. The effective beginning of the transformation can be placed in eighteenth-century Europe.

They conceded that earlier periods had not been altogether devoid of interesting economic developments, ‘but’, they went on:

The economic advances of pre-industrial societies…were different in kind, in magnitude, and in continuity from the economic growth that springs from an industrial revolution. In so far as they were sufficiently far-reaching to affect whole nations, and not merely favoured regions or cities or social groups, their benefits were readily cancelled by the disasters of wars or epidemics and by the brute fact of population pressure.

The actual measurement of growth in the modern epoch has been refined continuously since the pioneering generation of Kuznets, Deane *et al.* Angus Maddison’s ongoing enterprise of data collection and interpretation offers an up-to-date statement. In *Dynamic Forces in Capitalist Development* Maddison defines the seventeen decades since 1820 as ‘constituting the capitalist epoch’, and in this period the advanced capitalist countries (sixteen countries for which he assembled systematic data) have grown 70-fold. This achievement decomposes into a 5-fold growth of population and a 14-fold growth of per capita product. In addition, he notes, this growth was achieved in the face of a halving of annual hours worked and together with a doubling of life expectancy at birth (Maddison 1991:8; updated in Maddison 1995).

Clearly, nothing approaching this had ever happened before. Indeed, Kuznets offered an iron-clad proof for the claim that the trend line established by the Industrial Revolution could not have existed for any significant period before then. ‘Data on per capita product over long periods in premodern times are lacking’, Kuznets (1966:69–70) conceded, but the unique character of modern economic growth could be confirmed by projecting the modern rates of growth backward. A rate of 15 per cent per decade…means that in a century per capita product rises to over four times its initial level; in two centuries the rise is to 14 times its initial level; in three centuries to 66.2 times Thus if per capita product had grown 15 per cent per decade for three centuries before the 1960s, per capita product in the 1660s would have been 1/66 of the present level. But a per capita income at even a twentieth of the present level [c. 1960] could not have sustained the population of even the most
developed countries, and the assumed rates of growth could not have been maintained, in most countries, for over two centuries.

In short, there had to be a substantial break in the trend line of modern growth, and logically it could not have occurred long before the beginning of the nineteenth century.

The Kuznetsian concept of modern economic growth establishes a sturdy framework for measurement and description. Supplementing it with an explanation of growth, as it were, is the neo-classical growth model associated with the name of Robert Solow. The neo-classical assumptions that gave the Solow model its power are the familiar ones of constant returns to scale and diminishing marginal returns to inputs. One consequence of these assumptions is that the efficiency of capital must decline as it is accumulated in ever larger amounts, which means that the long-term rate of growth of national economies should be inversely related to their initial levels of national income—the convergence property.

A second consequence of this, and of any model with diminishing marginal returns to inputs, is the expectation of deceleration and ultimate cessation of growth. Therefore the unceasing character of modern economic growth depends entirely on a constant stream of technological progress, generated at constant cost and quickly diffused to all parties, so as not to violate the neo-classical assumptions of competitive markets. In short, modern economic growth depends on a special form of a force (technological change) that is exogenous to the model that seeks to explain it.4

The concept of modern economic growth is an impressive creation: it is demonstrably unique, it has internal coherence, and it shares with the Christian religion the claim to a universal significance while simultaneously possessing a tangible, historical birth place.5 For all the neo-classical finery in which it is draped, however, its dependence on a variable whose behaviour it cannot shed light on and whose existence it can only identify as a residual, is a striking feature. It nonetheless gained wide acceptance, in part because of its evident utility, but also because the claims of modern growth to unique status were readily conceded by another concept—one is tempted to say, a co-dependent concept—that emerged to account for economic change in the long centuries preceding the industrial revolution.

2

The neo-Malthusian model

The neo-Malthusian model of the pre-industrial economy was constructed from the only comprehensive quantitative data generally available for this era—population and prices—and fashioned into a model inspired by the teachings of the classical economists in general and Malthus in particular. There is no single figure who gave this model a definitive shape, but a short list of influential scholars, in rough chronological order, must include: François Simiand (1932a and b), Wilhelm Abel (1935: part 2, chapters 2–4), Fernand Braudel (1972; 1982–84), Michael Postan (1972), E.H. Phelps Brown and Sheila Hopkins (1956 and 1981), B.H. Slicher van Bath (1963:98–131), Emmanuel Le Roy Ladurie (1966) and the team of E.A. Wrigley and R.S. Schofield (1981). Each of these historians
deploys the basic model in somewhat different ways, but the needs of clarity may be served by first presenting the ‘essence’ of the model.

The dominant economic relationship in pre-industrial economic life is assumed to be that between movements in population (driven by the basic postulate of Malthus (1798:11) that ‘the passion between the sexes is necessary, and will remain nearly in its present state’), and the available supply of land, which is taken to be essentially fixed. While industrial production might take place under conditions of constant returns to scale, agriculture is unavoidably dominant, and it necessarily faces diminishing returns. Food producers are assumed always to work near their technological frontier (leaving no unexploited opportunities) and in conditions approaching autarky (Grantham 1996). These constraints ensure that only technological change can bring about growth, and this is assumed to be, at most, very limited. With supply thus defined, the model posits a set of demand elasticities that vary from close to zero for basic foodstuffs to progressively higher than unity for livestock products, industrial crops and manufactured goods, in that order. Population growth provokes rising prices: most for bread grains; least—indeed, often not at all—for labour. Population decline reverses the pattern. Over the course of a cycle, the movement of relative prices generates major redistributions of income as it constrains demographic behaviour, whether via Malthus’s positive or preventive checks. This model is given motion by population change, which is variously assumed to be launched by exogenous forces or to oscillate within a homeostatic system embracing population and the sluggish economic regime invoked above.6

It is given motion, but not direction. Le Roy Ladurie (1966:49–50), for example, introduces his grand cycle agraire to analyse the rural society of Languedoc. The cycle begins at a demographic low point (c. 1500), where the surviving population forms ‘a sturdy, vigorous, well-nourished populace…. Purified and rejuvenated by a century of trials and tribulations,…ready, for the second time, to launch an assault on the hermes and the wastes’. Thereupon the population multiplied ‘like mice in a grange’ until, through subdivision of land and pauperization, the social advance of the sixteenth century succumbed to every manner of societal ill.

It has been said that Le Roy Ladurie embarked on his study in search of Marx (to uncover the secrets of capitalist accumulation) and instead found Malthus. He did not hesitate to project this ‘respiration of the social organism’ onto all of French and European history, in his remarkable lecture ‘L’histoire immobile. From the eleventh to the eighteenth century French history had been essentially motionless: ‘Twelve to thirteen generations of peasants were busy reproducing themselves within limits of finite possibilities whose constraints proved inexorable’ (Le Roy Ladurie 1977:122).

The key feature of the neo-Malthusian model in all its variants is a hypothesized constraint that is irremovable within the terms of the economic system. Any growth had to be temporary. Indeed, the tendency to overshoot sustainable economic levels, or to react to the approach of looming ceilings, or to be destabilized by exogenous shocks, set counter-movements in motion that traced out the slow cycles, or the secular trend, that emerges as the great historical protagonist. For it set limits on peasants and potentates alike (in Braudel’s account),7 or presented society with weak tools which could be worked
within narrow margins in order to change hard landings into soft ones—or high pressure regimes into low pressure regimes (in Wrigley and Schofield’s model).

Whether presented with the Gallic flair of Le Roy Ladurie, the gründlichkeit of Abel, or the empirical commonsensicality of Postan, a common model gained broad acceptance as representing the essential reality of the pre-industrial economy. At once, the model integrated the available data into a coherent picture, defined the epoch’s distinctive economic character and potential, and gave it a sturdy periodization.8

Many of the scholars active in early modern European economic history over the past generation have focused on developments that go beyond the elemental interaction of man and land, and of demographic and agricultural regimes, to show how at least portions of Europe expanded their non-agricultural sectors, developed commercial and financial institutions, constructed urban networks and transport facilities, etc. But they have yet to overthrow the model. None of the celebrated developments on the way toward a more complex economic life could overcome the critical constraints enforcing the essential features of the pre-industrial economy captured by the neo-Malthusian model.9

Defending the model in the face of this new appreciation of the early modern economy’s complexity has required the invocation of Adam Smith, who combined a penetrating understanding of the salutary effects of commercial development via specialization and market extension (for which he is best known), with a conviction that these ultimately could not prevail against the inexorable force of diminishing returns. Tony Wrigley draws out the Smithian argument with acuity and elegance in his Continuity, Chance and Change, where he holds up for inspection the example—provided by Smith himself—of the Dutch Republic as the end of the road of Smithian growth. The Netherlands, wrote Smith (1986: bk. 1, chapter ix, 197) in a muchquoted passage, had ‘acquired the full complement of riches which the nature of its soils and climate and its situation with respect to other countries, allowed it to acquire’. It could, he went on to conclude, advance no further.

This is my point of entry into the topic of historical growth models. My recent book (1997a) on Dutch economic history, with co-author Ad van der Woude, carries the title The First Modern Economy. This heterodox gesture requires some justification, the theoretical grounds for which I seek to develop in what follows. Some might argue that the ‘unique’ Dutch economy of the seventeenth century can hardly serve as the basis of far-reaching generalizations (a position I would contest). But no such dismissive claim can easily dispose of the British Industrial Revolution, which is unquestionably a phenomenon at the heart of economic history as a discipline. And the persistence of what I have described as two co-dependent growth concepts is deeply implicated in a conventional appreciation of the Industrial Revolution.

3

The Industrial Revolution

The neo-Malthusian model and the concept of modern economic growth formed suitable bookends to hold upright the sacred scriptures of economic history that revealed the mysteries of the Industrial Revolution. This key concept has the pivotal role of explaining
how an economy governed by the dynamic of the secular trend could yield to one driven on to rapid, steady, and unending growth. The great challenge has been to define and explain the key transformations that first can be observed to occur in northern England during the reign of George III, and second can plausibly claim to establish the new growth epoch on a universal scale.10

Today, this centrepiece in the grand narrative of economic history is under siege.11 Revisionist studies have effectively removed the central tenets of brevity and rapid acceleration of aggregate economic growth and even questioned the traditional significance given to mechanical invention.12 Defenders of the Industrial Revolution have cogent arguments to make, to be sure, and even the revisionists do not deny the momentous structural changes it brought about and its profound social consequences. But their revisions do undermine the narrative structure that unites the two growth models. The neo-Malthusian model, the Industrial Revolution, and the concept of modern economic growth formed an interdependent triad. Revision—one might, as before, say diminution—of the central element does not leave the other two unaffected. For, in John A. Davis’s words (1989:49), ‘once the identification between industrialization [mechanized production] and economic growth is loosened… the process of economic growth necessarily becomes more open ended, making it difficult, if not impossible to establish any single optimal path [to modern economic growth]’.

The reduction by more than half of measured growth rates in the British economy 1760–1830 does not simply remove most of the acceleration and discontinuity needed to launch the new epoch of modern economic growth. This indeed, may not even constitute an irreparable objection. The revisions also leave a British economy on the eve of the Industrial Revolution that was more industrial in structure and with a significantly higher per capita income than had earlier been supposed. And yet this richer pre-industrial Britain was not the richest of nations; it would take an entire eighteenth century of economic development for it to secure that honour.13

At once, this revisionism re-inserts the important achievements of the British industrial revolution in their European context—a major industrial advance occurring within a growing commercial economy—and qualifies their nineteenth-century impact—just one form of specialization in a multi-stranded development process. Revisionism along these lines imposes upon us the requirement to rethink the two growth models that bracket the Industrial Revolution.

To begin with, the unity of the entire period since that event—a key Kuznetsian tenet—now seems less compelling.14 It is only after 1870 that the average growth rate for Angus Maddison’s ‘core European countries’ shifts from a long-run average of under 1 per cent per annum to a growth path twice as fast. The revised estimates of British growth show an acceleration long before 1870, of course, but even here no trend line consistent with post-1870 British experience can be extended back as far as 1830.

For many years, the notion of a ‘second industrial revolution’ in the late nineteenth century has rattled about the literature of our discipline without ever achieving a solid historiographical position. As long ago as 1981 Douglass North argued vigorously for a re-periodization when he sought to distinguish a ‘second economic revolution’ from the ‘first industrial revolution’. This ‘economic revolution’, he associated with the ‘new
power of science to lift the last great constraint on economic growth—knowledge’. Scientific knowledge, North (1981:171) argued, established the economic world where ‘the underlying assumptions of neo-classical economics [became] realizable:… where new knowledge could be produced at constant costs, and substitutions at all margins made possible persistent and sustained growth’.  

Similarly, the neo-Malthusian character of the long era preceding the Industrial Revolution also appears in need of revision. Indeed, if my characterizations of the seventeenth- and eighteenth-century Dutch economy are not steeped in grievous error, the Industrial Revolution can fruitfully be viewed as the culmination of a process with deep roots in the preceding two centuries. On other grounds, Wrigley (1988:12) argued similarly that ‘the transformation that gave rise to the Industrial Revolution is better regarded as spread over a period lasting more than two centuries’.

Conceivably, the solution to our problems could be the addition of a third growth model—appropriate from, say, the seventeenth century to c. 1870—to stand between the two existing ones. While this cannot be dismissed out of hand, it is very much a historian’s solution, adding periods like Ptolemy added epicycles to the movement of heavenly bodies. What I prefer to argue is that the two models—one cyclical and the other linear—are both inadequate, in the sense of being incomplete. Each relies on forces exogenous to the model for their key characteristics and each derives its considerable power from assumptions that divert our attention from important elements of the dynamics of economic growth in both periods—that is, they are both too narrowly focused.

My aspiration is to make the modern growth model more historical, released from its modernist rigidities, and the neo-Malthusian model more economic, more attentive to the growth potential of the times. I do not seek to deny the large difference in the pace and scope of economic growth in the two epochs, but rather to allow for less-stylized and more-penetrating accounts of how growth could be, and hence can be, achieved, and how economic retardation is directly related to the process of growth itself.

4 Re-thinking economic growth

Re-thinking the character of economic growth on either side of the Industrial Revolution is no small task, but we might begin by considering a few basic issues. First, in what sense is modern growth ‘sustained’ growth; how linear is it? Second, what really constrained pre-industrial growth; could it only be cyclical?

Modern growth

According to Kuznets, modern growth is the outward manifestation of a unitary process. So long as it lasts, it defines the epoch with a single, long-term trend. How literally are we to take this claim? There is abundant empirical evidence that appears inconsistent with this assertion, describing major temporal shifts and significant national differences that characterize the growth paths of the past century (Maddison 1991:54–5). The true purpose of the Kuznetsian doctrine seems not so much to describe reality, which it does
poorly, as to justify the claims of modern economic growth to exclusivity: a growth
pattern deemed to be at variance with it (not fast enough, not steady enough) must be the
product of an essentially different economy.

Related to this assertion of the unitary character of modern economic growth is the
convergence property of the Solow growth model. To be sure, this was not Kuznets’s
problem; as we have seen, he believed in divergence. But the intensity of the
contemporary debate among economists about convergence signals the high stakes for the
model that seeks to ‘explain’ modern growth.

The current defensive line drawn by the upholders of the neo-classical growth model is
‘conditional convergence’: the claim that only economies capable of sustained modern
growth will tend over time to converge, to grow at rates inversely related to their initial
per capita income level. This capacity (Barro 1997:1–2) required of members of the
converger’s club depends on a long list of factors— savings propensity, population
growth rate, government policy, property rights—which are much easier to assess ex post
than ex ante. This is so because historical growth itself periodically disrupts and re-defines
the determinants of conditionality If technological change were always steady and quickly
diffused—effectively a uniform, exogenous influence on the converging world as a whole
—this would not occur, but the historical record reveals what the ‘new growth theory’
seeks to formalize: that at times technological change is closely associated with specific,
local processes of growth and accumulation, generating windfall ‘Schumpeterian’ profits
to temporary monopolists, and spilling over via indivisibilities and technical
complementarities to generate increasing returns. Moreover, the investment process in
such settings provides occasions for learning effects that can accumulate and concentrate
technological improvements faster than they can be diffused, resulting in large and
irreversible positive externalities (David 1997). The standard competitive assumptions
cannot hold in such environments, nor are Pareto conditions met.

Convergence does not describe an economic environment where increasing returns are
strong and technological progress is sufficiently radical to be incapable of rapid diffusion.
Such environments are not ubiquitous of course, and there are certainly times when
convergence is a useful characterization of a competitive, integrating economic world.
But these times, in turn, are interrupted by the disruptive impact of technical and
organizational achievements that trigger positive feedback processes. The British
Industrial Revolution was a good example of such a phenomenon. But it was not the only
one. Nor did the others all occur after the Industrial Revolution.

George Grantham (1993b) makes a compelling case for understanding the rapid
emergence of the Flemish cloth towns in the eleventh and twelfth centuries as a sequence
of endogenous responses to market expansion that fed on each other in a circle of positive
feedbacks. Division of labour (the result of private decisions whose implications depend
on the complementary decisions of others) and the extent of the market (whose aggregate
size depends on the willingness of agents to specialize) interacted to create an economic
environment benefiting from increasing returns to scale.

The re-assembly of long-distance trade in the Netherlands in the context of what
Braudel termed a ‘decentred’ international economy at the end of the sixteenth century
followed a dynamic with similar features. Here, too, division of labour did not simply
follow from market extension, but interacted with it (de Vries and van der Woude 1997a: 668–72, 693–9).

The ‘eruptive’ and site-specific quality of innovative economic growth, which undermines the linear growth model, is accompanied by forces that lead to deceleration and relative decline in pre- and post-industrial revolution economies alike. Neither the Netherlands nor Britain found long-term growth after their initial transformations to be anything like a smooth or self-sustained process. Both encountered self-limiting forces, but neither was in any sense Malthusian in character. Rather, they represented the long-term implications of sunk costs: of capital and institutional commitments that imposed a degree of path dependence on the economy. Both the Netherlands in the eighteenth century and Britain beginning in the late nineteenth faced transitions between discrete states that had very high adjustment costs and necessarily required much time. Neither of these difficult transitions represented a society hitting a Malthusian ceiling, or attaining Smith’s ‘full complement of riches’ allowed by nature. Rather they are early examples of a ubiquitous feature of modern economic life, operative at the sectoral, regional, and national levels.

These considerations move us away from models of linearity and convergence toward a mixed pattern of discontinuous growth and deceleration—of ‘rounds of growth’, as the Dutch title of First Modern Economy has it. Could it be that some form of the secular trend continues to operate in the modern epoch?

Years ago J.R. Hicks could not resist speculating, in a footnote on the final page of Value and Capital (1946), that ‘The whole Industrial Revolution of the last two hundred years [i.e., era of modern economic growth] has been nothing but a vast secular boom, largely induced by the unparalleled rise in population’. Orthodox Kuznetsianism frowns on such thought, and Hicks’s footnote long circulated as evidence of the great man’s eccentricity. This dismissive interpretation was certainly not called into question by the nature of the studies which, over the years, sought to apply long-cycle modelling to the modern economy. Almost all of them were doomsday prophecies, pointing variously to the internal contradictions of capitalism, the impending exhaustion of resources, collapse of the environment, or the overpopulation of the world (for example Mandel 1980; Tylecote 1991; Meadows 1972). In the past several years, the wave theorists have shifted from writing Jeremiads to offering panegyrics, but they seem no less breathlessly credulous than their predecessors.

All these efforts to press modern times into ‘great waves’ that bear a strong resemblance to the Braudelian secular trend tend to reflect (and magnify, as in a funfair mirror) the basic weaknesses of the secular trend concept as currently developed: its dependence on the notion of one, big, binding constraint.

Pre-industrial growth

Those who are prepared to concede that the pre-industrial past offers episodes of significant economic growth can still object that it was never sustained for long. The doctrine of sustained, indeed self-sustaining, growth serves to distinguish modern growth from what is held to be the essentially cyclical character of growth in earlier times. We
have here a distinction of degree, for which there is much evidence, converted into a
distinction of kind that serves to rule out of bounds whole categories of historical
comparisons (and future speculations), which is sustained mainly as a matter of faith.

A generation ago Deane and Cole presented the doctrine with great confidence. The
upward trend in material welfare that had its origins in the eighteenth century and was
associated, whenever it appeared, with industrialization differed from all earlier
experiences of this kind in that it proved to be irreversible in the long run. It is restated
with equal conviction today. Joel Mokyr (1993:131) brings his recent assessment of the
Industrial Revolution literature to a conclusion with the same vocabulary: ‘After 1750 the
fetters on sustainable economic change were shaken off…. What ultimately matters is the
irreversibility of the events.’

Deane and Cole (1965:3) considered the possibility of setbacks of various kinds, but
concluded that ‘recovery is inevitable because the system carries within itself the seeds of
its own resurgence’. While this claim appears to be about the future, it is really about the
past. The gospel of sustained, irreversible and unending growth highlights the essence of
what distinguishes the pre- and post-Industrial Revolution epochs. Before, economic life
faced a binding constraint; after, it did not. Before the Industrial Revolution, classical
economics reigned; after, neoclassical.

Perhaps the single most important feature of the neo-Malthusian model that convinces
scholars of the essential non-comparability of economic life before and after the industrial
revolution is the association of per capita income growth in the pre-industrial society with
periods of population decline and economic contraction (for example van der Woude
1973). An economic system that secures improved well-being only for the survivors of
plagues, crises and depressions is patently pre-modern. Indeed, Kuznets took the
precaution of requiring that modern growth combine growth of per capita product and
population growth so as to exclude from consideration income growth that bore a
resemblance to growth episodes in the pre-industrial past.20

Whether we consult Abel, Slicher van Bath, Phelps Brown and Hopkins, Braudel and
Spooner, or nearly any other quantitative study of the purchasing power of labour, we
will be confronted with the ‘Golden Age of Labour’ enjoyed by the generations surviving
the Black Death. Silvia Thrupp (quoted in Chambers 1972: 22) objected that ‘if the
fifteenth century was a golden age, it was a golden age of bacteria’, but the time series,
which inevitably measures a limited form of day-wage purchasing power rather than real
earnings, goes on to trace a cyclical descent which Braudel and Spooner (1967:429)
summarized as follows: ‘From the late fifteenth century until well into the eighteenth
century, the standard of living in Europe progressively declined’. Indeed, a literal reading
of the time series of Phelps Brown and Hopkins shows the building labourer of southern
England regaining the purchasing power of his fifteenth-century ancestors only in 1880!

All this, of course, is grist to the Malthusian mill, yet it remains the case that even
confirmed adherents to this article of faith recognize that it is not the whole truth. The
eras of population growth were unquestionably periods of economic achievement and
development. But not of growth?

Braudel dealt with this problem in effect by moving in the opposite direction to
Kuznets. Instead of the economy forming a unitary process with a single trend, it
consisted in the pre-industrial era of a multi-layered, multi-durational process with contradictory trends. In *Méditerranée* Braudel (1972, volume 2:892) spoke of the need to ‘Visualize a series of overlapping histories, developing simultaneously’. In *Civilization and Capitalism* he emphasized the simultaneous flourishing of economy, social order and state during the upswings of the secular trend. This expansiveness was the context in which all manner of economic achievement could take place, except for one: ‘During every period [of population growth] until at least the eighteenth century, economic progress was inevitably at the expense of the ever increasing masses, the victims of ‘social massacres.’

In Braudel’s view, society consisted of co-existing spheres that reacted differently to population growth. The material world was firmly Malthusian, a world of inflexibility, inertia, and slow motion. Still, its physical expansion, however stressful, allowed for the refinement of the more dynamic market economy, which in turn offered new possibilities for capitalism, riding on the broad back of material life and trying to penetrate and control these productive resources. ‘Thus we have two universes, two ways of life foreign to each other yet whose wholes explain one another’ (Braudel 1977:6).

To the historian accustomed to a national accounts approach, these assertions suggest an economy of intense inequality subject to gigantic social redistributions of income. During the expansion phases, great achievements rest on the backs of peasants and workers whose share of national income shrinks simultaneously with the decline in their productivity; as their numbers fall their productivity increases and they are also able to retain a greater share of their expanded per capita output. The neo-Malthusian model is one of redistributions rather than of growth, as ‘labour’s share’ expands and contracts radically.

One might appreciate the ability of this model to capture the dynamics of redistribution yet still believe that enduring economic growth could occur across the cycles, so to speak. However, the model has nothing to say about such growth. Braudel’s view (1982–84, volume 3:534–5) was that whatever long-term growth had been achieved in early modern Europe had not sufficed to distinguish it from the rest of the world: ‘it is virtually beyond question that Europe was less rich than the worlds it was exploiting, even after the fall of Napoleon when Britain’s hour of glory was dawning’.

Braudel’s authority notwithstanding, this position is certainly not Virtually beyond question’. The revised view of British macro-economic performance during the Industrial Revolution would appear to require that significant pre-industrial economic growth took place in the long run. And much of the research done in the economic history of early modern Europe over the past generation is an investigation of the factors that advanced economic performance across the cycles that have mesmerized so many earlier scholars. Those factors include institutional development, urbanization, demographic control mechanisms, market expansion, agriculture, industrial organization, and technology. The power of diminishing returns is certainly not irrelevant to the working of these factors, but neither is it the iron cage holding all of early modern Europe immobilized in its cold embrace. The secular trend is something more than a repeating cycle.
From two models to one

In a polemic directed against revisionists of the Industrial Revolution, David Landes excoriates economists in general and Cliometricians in particular for being ‘passionate seekers after the One Cause, the prime mover’. As they found one candidate after another inadequate single-handedly to ‘explain’ the Industrial Revolution, Landes relates, they began to doubt its importance. He observes that these methodologically sophisticated economists forget that everything is substitutable and hence nothing is indispensable. Historians, he goes on to claim, are more mindful of this economic axiom. ‘They do not pursue the will-o’-the-wisp of the single essential factor. Indeed, they rejoice and gain honor by multiple causation…’ (Landes 1993:152).

Here Landes fails to acknowledge that the search of the One Cause of the Industrial Revolution arises from the need to explain the lifting of the great constraint that defines the neo-Malthusian model. And this model is certainly one in which historians have invested at least as heavily as economists. The structure of our growth models demands that the Industrial Revolution be discussed in ‘essentialist’ terms. It cannot, as Wrigley argues in Continuity, Chance and Change (1988:3), be understood as ‘a cumulative, progressive, unitary phenomenon’.

François Crouzet sketches just such a gradualist scenario in Britain Ascendant. ‘One could see the Industrial Revolution’, he muses, ‘as having emerged quite naturally out of the most advanced of the ancien regime economies, which had attained to such a degree of maturity that it effected the transition to a higher degree without any particular force, whether exogenous or endogenous, impelling it.’ Crouzet (1990:24) then quickly adds: ‘To invoke an argument of this kind is merely to sidestep the difficulty’. That difficulty, of course, is how to account for the lifting of the constraints of the neo-Malthusian model.

But must we really choose between denying anything needs to be explained and identifying the One Cause that finally allows growth to occur? In their interpretation of economic—demographic interaction that ends The Population History of England, Wrigley and Schofield posit a sequence of models in which the negative feedback loops (fed by Malthusian constraints) gradually weaken while the positive feed-back loops (located in the industrial and urban sectors) gradually gain in strength. Referring to the former, they write (1981:478) that

…[T]he old relationships [negative feedbacks] fell into decay one by one, until by the end of the nineteenth century they remained only as logical possibilities and not as part of observable reality, like the fading grin of the proverbial Cheshire Cat.

This is an image I would like to appropriate in order to critique the neo-Malthusian model more generally. I make three claims.

First, food production in medieval and early modern times was not inevitably inelastic in the face of rising demand. The cornerstone of the neo-Malthusian model has been subjected to a revisionist assault in recent years from medievalists and early modernists
alike, with work based on both England and France—plus, less surprisingly, the Low Countries.

According to the new literature, agriculture in most times and places operated well below a technologically-determined ceiling. Correspondingly, the practical problems faced by agriculture were located more in markets and institutions than in technology (Grantham 1995, 1996). Indeed, the British Industrial Revolution has been interpreted not as a triumph over Malthusianism but as a process launched by a sequence of resource reallocations that flowed from a more productive agriculture (Crafts 1985).

Second, the fundamentally greater elasticity of energy from mineral rather than from organic sources, so compellingly argued by Wrigley (1988), was more a theoretical than an actual factor in limiting production in the most advanced pre-industrial economies. While the flow of organic energy sources is necessarily limited, economic use was subject to economizing and substitution. And while the supply of mineral energy sources can rise rapidly, this is always at a price, because the discovery and exploitation of such sources always requires investment, technical change and the mobilization of labour. Thus while agriculture and energy supplies are both physically constrained in theory, in practice supplies are usually governed by the expenses producers were prepared to incur. This depended on the expected returns—that is, on prices.

Third, both agriculture and energy supplies had considerable scope for expansion in the pre-industrial economy, and where demand pressure was brought to bear effectively, the experience of meeting these demands could generate a flow of technological advances, via learning-by-doing, which could advance the economy to a new level and move the theoretical constraint further away.24 To formulate my position most provocatively: Smithian growth could lead to innovations that generated increasing returns, a Schumpeterian growth that led in turn to new rounds of market expansion. The one type of growth is not superseded by the other; they interact with each other, in the past as in the present, for Smithian commercial development supplied information (knowledge, not in the first instance technical knowledge) that was often the operative constraint to continued economic growth.

The enduring value of Braudel’s understanding of long-term change is located in his conviction that the very essence of historical change involves the interaction of different durational processes and different economic regimes. His account of these economic regimes is, in my view, not particularly helpful, but the new, complex approaches to economic change that I have alluded to seem themselves to require a layered, interactive framework. Much of economic life is subject to diminishing marginal returns, in the past as in the present. Constant returns to scale certainly obtains sufficiently for much of it as well, and another class—its size is what is really now at issue—is subject to increasing returns. We possess economic models that rely on each of these, but they are either presented as rival models or are viewed as sequentially applicable, governing the economic life of successive historical epochs.25

A more historical approach would see them as simultaneously, at least latently, present and potentially interactive. Their relative weights have certainly changed over time, because the depth and breadth of market information and communication directly affect those weights, but all three dynamic processes—Malthusian, Smithian and
Schumpeterian, as William Parker labelled them—existed in both the pre-industrial past and the modern present.26 A single, common model developed in this spirit—Braudelian in its structure but more rigorously economic in content—might supply a common vocabulary to study economic growth both before and after the Industrial Revolution.

**Notes**

1 This is a ‘Crocean’ argument comparable to that used by Cannadine (1984).

2 Kuznets found he could not dispense with this German word, there being no suitably evocative English equivalent. Would his concept have been different had he reached for the French mentalité? My discussion of Kuznets’ thought is based on his *summum opus* (1966).

3 The third of these features, divergence, seemed necessary to Kuznets (1966:70–1) since even slight differentials among economies whose growth paths were steep and steady would, in time, inevitably lead to large differences in the coefficients of multiplication. This teaching of Kuznets is now not much discussed, since neo-classical theory has long had a stake in ‘convergence theory’, the belief that differential rates of capital efficiency in a world of exogenous technological change should lead to growing similarities among national economies, that is, that the rate of growth should be inversely related to the initial level of per capita GDP.

4 A recent defence of the neoclassical growth model is Barro (1997).

5 With apologies to Joel Mokyr, who has often drawn such analogies, referring to Britain as ‘the Holy Land of industrialization’.

6 The assumption of exogeneity is explicit in Lee (1973). The interactive model is most fully developed in Wrigley and Schofield (1981).

7 In Braudel’s *Méditerranée* population change is the great historical protagonist. He estimated (‘stepping beyond the limit of prudence’, 1972, Volume 1:402) a doubling of population in the Mediterranean region in the course of the sixteenth century (from 30 to 60 million), and went on to claim that ‘this biological revolution was the major factor in all the other revolutions with which we are concerned, more important than the Turkish conquest, the discovery and colonization of America, or the imperial vocation of Spain’ (*ibid.*: 402–3).

   It was also more important than the ‘price revolution’, Braudel argued, because ‘[t]his increase [of population] lay behind all the triumphs and catastrophes of the century during which man was first a useful worker and then, as the century wore on, a growing burden…. Toward 1600 this overload [i.e., overpopulation] halted expansion in new directions and… prepared the way for the bitter awakenings of the seventeenth century’ (*ibid.* volume 1: 403).

   Why did this growth of population so quickly overwhelm Mediterranean society? ‘[I]n the end this forward movement was brought to a halt by the very inelasticity of agriculture, under the same conditions as in the thirteenth century [i.e., the previous crest of population growth]…. The logic of later Malthusian arguments was already visible… the inelasticity of agricultural production had reached its ceiling and the result of this impasse was to be the “refeudalization” of the seventeenth century, an agricultural revolution in reverse’ (*ibid.*: 427).

   Braudel did not depart from this view in *Civilization and Capitalism*. ‘This humanity in perpetual motion controls a good share of the destiny of mankind’ he wrote in *Afterthoughts*.
on Capitalism and Material Civilization. ‘[T]heir ebbs and flows reveal the rules for the long-term trends that continued to operate until the eighteenth century’ (1977:9).

8 Habakkuk said as much as early as 1958 (p. 1484): ‘For those who care for the overmastering pattern, the elements are evidently there for a heroically simplified version of English history before the nineteenth century in which long-term movements in prices, in income distribution, in investment, in real wages, and in migration are dominated by changes in the growth of population.’

9 'It is clearly proper to give first attention to the elements within the system whose relationship promotes negative feedback since by definition they must predominate in a pre-industrial economy. What is meant, indeed, by a pre-industrial economy is a system in which movements of incipient expansion cannot fructify in a sustained exponential growth, but rather tend to provoke changes that will make continued growth more and more difficult to secure.' Wrigley and Schofield (1981:463, emphasis added).

10 A fine critical review of the literature is provided in Mokyr (1993). Complaints that the Industrial Revolution is a ‘misnomer’ generally fail to understand the true reason for the term. Like other great revolutions, it refers to a specific historical phenomenon that claims universal significance.

11 Eric Jones (1988:26) put the matter succinctly: ‘Once upon a time it seemed we had a definite event to learn about. Growth began with, growth was, an industrial revolution in late eighteenth-century Britain. Now we know quite securely that the event was really a process, smaller, far less British, infinitely less abrupt, part of a continuum, taking much more time to run.’

12 Crafts and Harley (1992). In Harley (1993) we find the following statements: ‘British economic growth accelerated only gradually before the middle of the nineteenth century’ (p. 216); The famous technical breakthroughs...of the "Industrial Revolution" were . . . probably quite a small part of the process of growth’ (p. 224). Harley also emphasizes the role of agriculture as a catalyst of structural change—an odd escape route from the Malthusian world. Indeed, in the Crafts-Harley ‘Solow-style’ assessment of the sources of British growth, only about 20 per cent of GDP growth can be attributed to the residual (deemed to track total factor productivity) in the period 1760–1830. In 1831–60 TFP accounts for 40 per cent of growth—as it had earlier, in the period 1700–60. See Harley (1993:198).

13 For a comparison of British and Dutch national income estimates for the eighteenth century, see de Vries and van der Woude (1997a: 707). New nineteenth-century Dutch growth estimates were published recently; see Smits, Horlings and van Zanden (2000).

14 Kuznets (1966:1–8) held that ‘the epochal innovation that distinguishes the modern economic epoch is the extended application of science to problems of economic production.’ Few economic historians have followed Kuznets in believing that science was the decisive factor in the British Industrial Revolution, but they did believe that a new growth path was established then, so Kuznets’ exaggerated views about the great influence of science and the enormous early impact of the steam engine were tolerated as a non-fatal error. But the revised growth estimates now give new credence to the view that the modern epoch (by Kuznets’ own standards) cannot have begun until a century later.

15 Support for such a re-dating can also be found in Persson’s (1988:140) studies of long-term growth. His ‘controlled conjectures’ generated pre-industrial growth rates in Europe (with special emphasis on the middle ages) that traced a slow upward trend from 1100 into the nineteenth century. Technological progress, ‘the outcome of an endogenous although intensified growth of knowledge’ stood behind this pre-industrial growth record (to which
we shall return later), and these growth rates were not definitively exceeded during the Industrial Revolution. The high modern rates of growth could not be achieved until there was ‘a radical change in the determinants of technological progress which occurs with the forceful intervention of science in technology in the second half of the nineteenth century.’

16 Wrigley (1988:16–17). Wrigley refers to ‘an intriguing paradox:… No sooner had the Industrial Revolution taken place than the relative success began to evaporate, even though absolute progress continued’.


18 See for example Snoaks (1996), who invokes ‘great waves of economic change’ to advance his belief that English GDP grew 20-fold between Domesday and the Glorious Revolution. See also Fischer (1996), where long-term societal progress is said to advance in the very periods Snoaks regards as least propitious.

19 The secular trend has also made its way into the most recent textbook in general economic history. Cameron (1989), unwilling to honour the events of the Industrial Revolution with its traditional title, sidestepped the term by deploying the concept of ‘logistics’. These successive waves of economic advance and retrenchment bear a strong family resemblance to the secular trend. Cameron introduces the logistic to his readers with the observation ‘It is virtually certain that each accelerating phase of population growth in Europe was accompanied by economic growth, in the sense that both total and per capita output were increasing. . . . This is most clearly attested for the third logistic (and the incipient fourth), for which statistical evidence is relatively plentiful, but there is also much indirect evidence for similar behavior during the first and second logistics’ (1989:17).

20 Kuznets (1966:19–20). Easterlin (1996) has as one of his central tasks the defence of the view that population stagnation and decline in developed economies will not undermine the processes of modern economic growth. Chapter 9 has the title ‘Secular stagnation resurrected’.

21 Braudel (1972, Volume 2:895). Similarly (in 1982–84, volume 3:87), he claims: ‘Paradoxically, things were worse for [the masses] when all the indicators were set fair’.

22 Angus Maddison’s most recent estimates of world GDP posit a 50 per cent difference between the general level of European and non-European per capita incomes. The difference between Asian income levels and the most advanced European countries was then of the order of two-to-one. By 1820 (shortly after the fall of Napoleon) Maddison’s more secure estimates reveal a larger differential: two-to-one between Europe and the non-Western world in general, and three-to-one between major Asian societies and Northwestern Europe (Maddison, World Economic Growth (OECD, 1997, Table B-18).

23 This, at any rate, is my reading of recent scholarship. For a brief survey of the achievements, see de Vries (1994).

24 The argument here is that technological change was ‘endogenous’ in the sense that it primarily took the form of adaptive innovations, encouraged by the growth of market outlets. Mokyr (1990) makes the distinction between micro-innovations and macro-innovations, the latter being conceptual breakthroughs on which the flow of adaptive improvements and extensions ultimately depend. But even the fundamental advances often depend on a specific economic environment and are not wholly exogenous.

25 Yet it was Alfred Marshall who warned the readers of his Principles not to confuse short-term equilibrium (determinate and reversible, governed by diminishing returns as manifested in the familiar shape of supply and demand curves) with economic processes operating over
extended periods of time (indeterminate and irreversible, subject to increasing returns as manifested in falling long-run supply prices).

26 Parker (1984:191): These three expansionary processes are not conceived wholly as stages, and do not follow each other in linear sequence over the historical record. All three are tendencies continuously active.'
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